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Abstract 

Several different modes of precise time transfer are currently in use or under development. 
These include GPS common view, two-way satellite time transfer, and GPS carrier phase. The 
U.S. Naval Observatory has accumulated several years of data analyzing these techniques with 
side-by-side comparisons over short, intermediate, and long baselines. Each technique can 
offer something to the mix, and we use the comparisons to discuss the strong points and 
weaknesses of each one. 

I. INTRODUCTION 

Precise time transfer can be achieved by a variety of techniques, including GPS common view (CV), GPS 
carrier phase (CP), and two-way satellite time transfer (TWSTT). The U.S. Naval Observatory (USNO) 
regularly makes use of these time-transfer techniques over both short and long baselines. This work 
compares the stabilities of these different techniques, with an emphasis on long-term stability. Of the 
GPS techniques, we will compare continuously filtered carrier-phase with independent daily carrier-phase 
solutions, but emphasize continuous filtering, since it appears to be more precise and at least as accurate 
as the other GPS techniques. Issues relevant to calibration, as distinct from long-term stability, are 
covered here only in the sense that whatever technique proves to be most stable in the long term would 
also be the most,accurate if side-by-side comparisons are used to provide the relative calibrations needed 
for time transfer. 

11. HARDWARE AND DATA ANALYSIS 

Multiple GPS receivers are in operation at USNO in Washington, D.C. (USNO-DC) and its Alternate 
Master Clock (USNO-AMC) facility in Colorado, including single- and dual-frequency standard 
positioning service (SPS), precise positioning service (PPS), single-channel, and multi-channel receivers. 
Non-geodetic PPS and SPS estimates of UTC (USNO) minus GPS Time are reduced according to the 
standards set in [l] and procedures described in [2]. Ionosphere corrections are available through model 
or dual-frequency measurements. Individual receivers are compared by zero-baseline CV, and relative 
calibrations are preserved by infrequent software adjustments. CV data were reduced using broadcast 
orbits, as described in [2]. 

TWSTT data reported between the USNO and other institutions form part of the data series now used 
operationally for the generation of Coordinated Universal Time (UTC) and International Atomic Time 
(TAI). TWSTT data between USNO-DC and USNO-AMC and for short baselines within USNO-DC are 

63 



obtained using different modems and satellites, and have been affected by several problems with the 
modems, beginning in November 1999 (approximately MJD 5 1500). These problems, indicative of the 
greater complexity of TWSTT hardware, were rectified over the subsequent few months. A significant 
improvement is expected when new TWSTT modems, which use carrier-phase information, are made 
operational [3]. 

Designation Location 
AMc2 USNO-AMC 
NIMl USNO-DCBldg.78 
NIM2 USNO-DCBldg. 78 
USNB USNO-DCBldg. 78 
USNO USNO-DCBldg. 52 
USNZ USNO-DCBlda. 78 

Most of the CP time-transfer data used here are publicly available from the archives of the International 
GPS Service (IGS). Most of the CP time-transfer results used here are from in-house continuously 
filtered solutions using JPL’s GIPSY-OASIS 11 package [4]. Due to computer limitations, the smoothing 
(backwards filtering) was limited to 10 days. Since missing data or receiver resets require reinitializing 
filter parameters for a given site, continuous filtering still has some discontinuities in it. In addition, some 
CP-based time-transfer solutions were downloaded from the CODE analysis center, which uses the 
Bernese software package, and from the USNO Earth Orientation Department’s solutions, which are 
based upon GIPSY. 

Receiver Model Owner 
TurboRogue/ ACT USNO 
Ashtech Y 12 NIMA 
Ashtech Y 12 NIMA 
Ashtech Z12T (GeTT) SFOM 
TurboRogue/ACT USNO 
Ashtech Z12T USNO 

A summary of the CP receiver/systems designations is given in Table 1; more detailed explanations of 
their configurations are given below. 

Table 1. Brief summary of CP receivers located at the USNO. Acronyms and other details are provided 
in the text. AMC2, NIMl, NIM2, and USNZ are kept in rooms whose temperature is constant to roughly 
1 deg C. The receivers designated USNB and USNO are usually kept thermally stable to about 0.1 deg. 

The USNO CP data reported to the IGS are derived from two TurboRogue receivers, manufactured by 
Allen Osborne Associates (AOA), and their systems are designated to the IGS as USNO (located at 
USNO-DC) and AMC2 (located at USNO-AMC). An issue that has posed a serious problem for potential 
CP time users is that many first-generation timing receivers are uncalibratable. The TurboRogue and 
Ashtech 212 models are subject to random timing jumps with every power reset, a problem which 
became more frequent for the USNO after it upgraded its TurboRogues to the ACT design (MJD 51245 
for the receiver AMC2; MJD 51477 for the receiver USNO). Hereafter, the term TurboRogue will be 
used to designate both the pre-upgrade and post-upgrade models, and in both cases their data can often be 
corrected using measurements of the receiver’s 1 pulse-per-second (1-pps) output against the timing 
reference [5,6]. Figure 1 (top) shows uncorrected time transfer between the receiver USNO and the 
GeTT receiver, which is described in next paragraph. Figure 1 (middle) shows how those corrections 
improved with the use of 1-pps data. After the upgrade for the receiver designated USNO, th.e corrected 
data become trimodal, a fact that may be related to the shape of the 1-pps output pulse, and which was not 
the case for a similar receiver at the USNO-AMC. Figure 1 (bottom) shows the frequency transfer 
inferred after accounting for the trimodal nature by applying systematic corrections to each of the three 
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modes, with just one correction per mode. Each mode was corrected by subtracting ad hoc offsets that 
appeared to minimize the time-transfer variations, and deleting outliers. 
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Figure 1. Corrections to carrier-phase data on the 150-m baseline between two buildings at USNO-DC. 
Top plot gives the raw data; the middle plot gives the data corrected using the 1-pps output as in [5];  and 
the lower part includes systematic corrections for the trimodal behavior after MJD 51490. Data were 
referenced to a common clock using round-trip fiber-optic measurements. 

Until the spring of 2001, the USNO's CP program benefited from the loan by the Swiss Federal Office of 
Metrology (SFOM) of a Geodetic Time Transfer Terminal (GeTT), which was directly referenced to UTC 
(USNO) [7]. The GeTT's receiver is an Ashtech Z12T normally kept at 15 degrees C in a temperature- 
controlled chamber, but which began to fail on roughly MJD 51760. Its temperature was 4 deg C on MJD 
51806, when it was set to 35 deg C as a test. On MJD 51820, the chamber was returned to normal 
operating temperature [SI. The gap in GeTT data from MJD 51561-51644 is due to a computer problem. 
The Ashtech Z12T is an Ashtech 212 receiver modified to correct the problem of receiver calibration loss 
between resets; a similar fix for the TurboRogues has recently been developed [9]. 

Also reported here are CP data from two Ashtech Y 12's (designated NlMl and NIM2), which are in the 
same room as the GeTT. I They are located adjacent to each other, share a common antenna, and are 
owned and operated by the National Imagery and Mapping Agency (NIMA). Their design is similar to 
the 212, and includes a phase-lock loop, which could be contributing to their instabilities reported below 
[lo]. 
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Finally, some recent data are described that were taken using an Ashtech Z12T, designated USNZ and 
referenced to UTC (USNO), which was recently introduced as a contributor to the JPL real-time 
differential GPS network [ll]. 

111. ZERO AND VERY-SHORT-BASELINE, COMMON-CLOCK 
STUDIES 

At USNO, zero-baseline and short-baseline time transfer is conducted routinely between devices 
referenced to a common clock. Many potential error sources, such as mismodeled atmosphere, 
ionosphere, or orbital parameters will largely cancel on the very shortest baselines. These experiments 
provide a framework to identify or characterize instabilities due to factors such as multipath environments 
and hardware that is aging, environmentally sensitive, or simply temperamental. 

Figure 2 shows all possible timing differences between the three Ashtech CP receivers located at USNO, 
and also the temperature of the room in which they are located. None of the receivers is completely 
calibrated in an absolute sense, and three “spontaneous” timing jumps in the two Ashtech Y12’s 
designated NIMl and NIM2 were adjusted by systematic ad-hoc bias corrections. The variations in the 
GeTTs timing data beginning MJD 51760 are due to the failure of and experimentation with the GeTT’s 
temperature control circuits, as previously described. The effect of a failing Ashtech Y 12 (NIM2) at MJD 
51650, and its subsequent replacement, is also evident. In contrast, the response to the temperature 
adjustment on MJD 51324 seems to indicate that small changes in the room temperature can lead to a few 
nanoseconds of time-transfer variation in the Ashtech Y 12’s. The plots also show that these receivers can 
vary slowly by up to 10 nanoseconds. Our data do not rule out the possibility that the observed 
differences are due to cable multipath induced by the passive power splitter used to distribute the signal to 
NIMl and NIM2 from their shared antenna; however, receiver-dependent temperature effects sufficient to 
cause the problem are reported in these Proceedings [12]. 

IV. SHORT (100-150 METER) BASELINE STUDIES 

The USNO-DC maintains clock ensembles in two buildings. The TWSTT and CV equipment are 
separated by 100 meters, while the CP equipment are separated by 174 m. Time transfer is achieved by 
TWSTT, CV, CP, several runs of optical fiber, and comparisons with a portable cesium clock. The one- 
way differences from the fibe?, cable, and portable clock measurements show both seasonal and long-term 
variations that total less than 1 nanosecond over periods of years. One-way diurnal variations of up to 
100 ps are observed with an hourly measurement precision of 20-50 ps; one-way seasonal and long-term 
one-way variations can be of order 1 ns [13]. Consistency, and probably accuracy, are achieved at the 
level of several hundred picoseconds rms through round-trip corrected links using 1aserLED-based fiber- 
optic signals, and (since MJD 51820) passive phase-stable cables. The consistency of this process is 
confirmed by repeated calibration through direct measurements using a portable cesium clock [M. Tran, 
USNO, private communication]. This consistency, based on three entirely ground-based measurement 
modes, suggests that the few-ns long-term variations in the difference between ground and CP or TWSTT 
time transfer (Figure 3) are due to the space-based techniques themselves. The variations are not 
consistently temperature-related, although the CP for all the USNO systems except USNZ are-carried out 
without temperature-stabilized antennas. Although we conclude below that the code data of the antenna 
designated USNO has a low temperature dependency, that of the antenna associated with the GeTT could 
be as high as 100 ps/deg [7] and result in a few-ns variation over the 25-deg C seasonal temperature 
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differences. 
differences are in Figures 3 and 4; a 5-ns shift over 100 days is a frequency error of only 5.8 

The most important information in this comparison may be how small the long-term 
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Figure 2. Timing difference between three receivers kept in the same room. The GeTT's receiver, 
designated USNB, is temperature-stabilized. The receivers NIMl and NIM2 share a common antenna 
and signal splitter. The failure of the Ashtech Y12 beginning at MJD 51650, and its subsequent 
replacement are' evident, as are the variations in USNB due to the failure and replacement of its 
temperature-stabilizing circuits, from MJD 5 1760 to MJD 5 1806. The GeTT's antenna cables were 
replaced by temperature-compensated cables on MJD 5 1714. Comparisons with the receiver USNO, in 
the next figure, indicate that most of the variations are probably due to the NIMA receivers. The GeTT's 
temperature-control circuitry generally keeps its receiver's temperature constant to about 0.1 deg C. Data 
from NIMl were stepwise adjusted by ad hoc corrections for jumps due to system resets on MJDs 51399, 
51690, 51742, 51744, 51944, and 52034. Data from NIM2 were similarly adjusted for system resets on 
the same days as NIM1, and also on MJD 5 1967. Room temperature is a daily average. 

V. CONTINENTAL BASELINES 

Figures 5 and 6 compare dual-frequency CV, TWSTT, and CP data between the USNO-DC and USNO- 
AMC. It can be seen in these figures that variations on the order of 10 ns peak-to-peak can occur over 
periods of 200 days, as with the short baseline, corresponding to frequency drifts of 5.7 Because 
the USNO DC-AMC TWSTT is calibrated about every 6 months, the data provide some evidence that 
TWSTT is more stable on these scales. Improved monitoring, using either multiple stationary systems or 
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relative calibration with portable equipment transported between sites, could help sort out the long-term 
trends. It is also important to realize that the differences between the techniques may be due to hardware 
problems in the specific equipment used, and that similar time-transfer equipment made by either the 
same or different manufacturers could produce different results. 
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Figure 3. Comparisons of TWSTT and CP time-transfer between two buildings at USNO-DC. 
Calibration is achieved via round-trip corrected optical fibers and phase-stable cabling. CP data are 
between the systems designated USNO and USNB (GeTT). For this plot, TWSTT data are smoothed by 
averaging over 24 hours. TWSTT variations over MJD 51550-51580 and CP variations over MJD 
51760-51821 are due to known hardware problems. The “Roof Temperature” is the daily average as 
measured above Bldg. 52. The “Bldg. 52 Temp” plot is the daily average temperature of the chamber 
housing the receiver USNO and the interface for the ground-based timing tie between the two USNO-DC 
buildings. The “Bldg. 78 Temp” plot is the daily average temperature of the room housing USNB and the 
other end of the timing link between the two buildings. Portable clock trips calibrate the ground links to a 
few hundred ps. 

VI. DIURNALS IN TIME AND FREQUENCY TRANSFER 

Diurnal variations (diurnals) are observed in almost all kinds of measurements; time and frequency 
measurements are no exceptions. The study of diurnals provides a crude measure of a technique’s 
sensitivity not only to temperature variations, but also multipath and any error source that repeats with a 
near-24-hour period. Sites that have thermally controlled masers for their time standards typically have 
internal timing variations less than 100 ps/day; any observed diurnal signature equal to or larger than this 
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Comparison of Time-Transfer Modes, USNO-DC to USNO-AMC 
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Figure 5. Time transfer between USNO-DC and USNO-AMC. For this plot, TWSTT data are averaged 
over 24 hours. Calibration is achieved via TWSTT, at the 1-ns level, at approximately 6-month intervals. 
Most of the abrupt few-ns, fewday variations are due to known equipment failure. CV data are from 
dual-frequency 1 -pps receivers. 

To investigate the diurnal signatures, a simple filter was created. Data were first filtered by subtracting 
from each point the average of the preceding and following 12 hours; then the filtered data were averaged 
in 10-day batches, after having been sorted into bins of 0.1-day duration, modulo 24 hours. If the curve 
of 24-hour filtered data is denoted d(t), then 

1 n=10 

y( t )  = - < d( t ,  n) > , where t is in days, n 
10 n=l 

1 
filtered data d( t ,  n) from t = t’,  to t = t’,  + - 

10 

the plotted average value, y(t), can be expressed as 

is a day-index, and < d (t ,  n) > is an average of the 

1 
, where t’ ,  = t d l o  + n + - t d l .  It must be stressed 

10 
that this filter would tend to suppress any signal whose frequency is not an integer multiple of 1 day. In 
all cases cited in this paper, an independent Fourier analysis has revealed no significant signal at 
frequencies that the filter would suppress. 

As an example, Figure 7 shows how this process would work on a computer-generated signal. The 
process of generating a 10-day binned diurnal variation is further illustrated in Figure 8. 
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VII. USE OF CODE RESIDUALS OF CARRIER-PHASE GPS TO 
DETERMINE ENVIRONMENTAL SENSITIVITY 

0.2 1 

- . .  4 0 . 1 - *  
. * . *  .- .- *...- 

. * .  . *  -. 
0 . .  

. e .  

.: . .  - 
[ Diumalr Averaged Over 10-day P e w  J * . *  

z f -0.1 O: - *  * *  * *  . - *  * *  * -  - *  I* 

In GPS solutions that include both code and phase data, the SNR difference of 100 leads to phase data 
receiving 10,000 times the weight of the corresponding code data. Since with today's technology, the 
integer-wavelength ambiguity between phase and code is a parameter to be solved for, phase data can 
only give information about frequency transfer. To achieve time transfer, one overall constant must be 
determined from the code. Since code data are more susceptible to multipath and environmental 
variations, one can use the code data residuals to study these error sources. The code residuals are the 
pseudorange data corrected for all effects modeled by GIPSY solutions, among them orbits, site position, 
earth orientation, atmosphere, ambiguities, and clock frequencies. With the exception of the ambiguities, 
the corrections are identical for corresponding code and phase data. The difference between the code and 
the phase-temperature dependencies, therefore, should appear in the difference between the code and the 
phase residuals. The effects of phase-temperature dependencies are absorbed in the fitted clock 
parameters and can be determined by observing the correlation of temperature with the subdaily time 
(frequency) variations. The diurnal signatures of the code residuals from several sites, produced using the 
filter described in Section VI, are shown in Figures 11 and 12. 
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Figure 7. Upper plot shows a computer-generated test time series. Middle plot shows how that time 
series would appear once filtered. The lower plot shows the 10-day average binned diurnals plotted side 
by side. As shown in the next figure, the x-axis of the lower plot is really the time of day of each 10day 
average, whose start-time is identified by the axis label. 
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An effort was made to infer the environmental sensitivity of the code data by a linear fit of code residuals 
to meteorological data, which are publicly available at ftp://c&isa.gsfc. nasa.gov. It was found that 50 
days of data typically yielded formal errors of order 4 ps/deg C, 3 ps/% relative humidity, and 1 ps/mbar. 
Only upper limits were found for the relative humidity and pressure terms, and these were not considered 
further. In a code-only analysis using data from 8-14 July 2001, Kouba [19] noted a 1-3 hour lag between 
the temperature and code residuals at two Canadian sites (ALGO and DRAO); however, in this work the 
data were about as often fit better with lag=O. 
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Figure 8. Illustration of how 10-day average binned diurnals are strung together. The top two plots show 
two different diurnals generated by averaging all filtered points corresponding to a given time of day over 
two adjacent 10-day periods. The x-axis is the fraction of a day. The lower plot shows the top two plots 
placed side by side. The lower plot of the previous figure is an extension of the process from two 10-day 
periods to many such. 

In order to determine the appropriateness of the fitting to the residuals, independent linear fits of the code 
residuals to the exterior temperature were made for each day and site, from 13 July 2001-22 November 
2001, and the fitted temperature dependencies are shown in Figures 13 and 14. The almost monotonic 
variations displayed by some sites and the irregularities displayed by other sites exceed what is expected 
from the formal errors to the daily fits. While it is beyond the scope of this work to determine what other 
factors are affecting the code residuals, these would be expected to include modifications in, or problems 
with, the GPS or meteorological hardware; nonlinearities in the temperature dependency of the hardware; 
changes in the location of, or temperature differentials between, the receiver, cabling, antenna, environ- 
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discontinuities at day boundaries would be expected to display time discontinuities whose magnitude is 
much less due to projection effects, the ability to average over all satellites in view, and the insensitivity 
of the ambiguity parameters to the orbital correction. 

Code Reslduals - Oiumal VadatiMu, in io-day black 

Figure 11. Diurnal signatures in code residuals of continuously filtered carrier-phase GPS solutions, for 
selected sites, from MJD 52100 through 52220, in 10-day bins. As illustrated in Figures 7 and 8, between 
each vertical line is a plot representing the average binned value for the 10-day period labeled on the x- 
axis. Points witbin the vertical bars represent the average diurnal for the 10-day period: points to the left 
side are just after UTC 0 hours, the point at the middle of each 10-day block is the average of 10 data 
taken at UTC 12 hours, and points to the right side approach UTC 24 hours. Formal errors are based 
upon the fit residuals. 

One possible vulnerability of CP analysis is its mathematical complexity. For example, it has been 
observed that simply adding additional sites to the Kalman filter analysis of a small highly asymmetric 
array can change the time transfer at the 1-ns level [20]. However, we have seen that operational 
solutions by CODE and the USNO Associate IGS Analysis Center (run by the USNO Earth Orientation 
Department) do not display such frequency variations and their time-transfer solutions typically stay 
within 1 ns peak-to-peak, except for the few days on which the formal errors are high. The two centers 
use different software, different algorithms, and different sites in their analyses. 
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Figure 12. Continuation of previous figure. As illustrated in Figures 7 and 8, between each vertical line 
is a plot representing the average binned value for the 10-day period labeled on the x-axis. Points in the 
middle of each 10-day block are the average value at UTC 12 hours. 

The day-boundary discontinuities in independent daily GPS carrier-phase time-transfer reductions may be 
due to starting time-transfer solutions anew at 00:00 hours UTC of each day [4], with the resulting 
discontinuities displaying approximately 200-600 ps rms at the day boundaries. These jumps are assumed 
here to be due to the short (24-hour) time interval available to “average out” the noise in the pseudorange 
data, which are weighted so as to have a negligible effect on all parameters except the one to which phase 
data cannot contribute. This is the average time offset, which is equivalent to a constant of integration for 
the frequency. ’ This implies that one could predict the observed day-boundary jumps between 
independent solutions from the daily average code residuals of continuously filtered solutions. 

To test the idea that code residuals of continuously filtered solutions are related to the day-boundary 
jumps of independent daily solutions, independent daily solutions were generated over a 30-day period, 
and the day-boundary jumps predicted by the code residuals were subtracted. The rms day-boundary 
jumps of the corrected plots were significantly less, as shown in Table 2. Figure 15 shows a typical case. 
Although the large day-boundary jumps are removed, residual jumps remain; these may be due to 
immature parameters at the boundaries of the independent solutions, the finite smoothing of the 
continuous filter, or because the corrections derived from the residuals did not incorporate the effective 
error model used by GIPSY. Another contribution may be that the code residuals are sensitive to the 
difference between the code and phase temperature dependencies, whereas the day-boundary jumps are 
sensitive only to the code-temperature dependencies. The code-temperature dependencies are expected to 
exceed the phase-temperature dependencies in the electronics [5,6], but variations in the cable delay 
would mitigate this by adding an equal amount of delay to both. 
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Table 2. Rms day-boundary discontinuities in ps, over 30 days, of independent daily solutions before and 
after correction by adding the average code residual of the corresponding continuously filtered solutions. 
The effects of orbital discontinuities and clock variations were minimized by subtracting continuously 
filtered clock differences from the independent daily results. ALGO was used as a reference, but the 
closure property limits the sensitivity to the reference somewhat. Sites with asterisk had highly variable 
timing solutions, for which the unmodelled weighting would lead to the largest errors in the correction. 
Note that continuously filtered clock differences typically have no discernable day-boundary jumps. 
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Figure 16. Top: USNO short-baseline data reduced using continuous filtering. Middle: same data 
reduced using independent solutions for each day, as reduced by CODE. The improvement in the short- 
term precision of CODE'S independent 1-day solutions after MJD 51700 may be due to improved outlier 
removal. Bottom: Difference between upper two plots. 

IX. CLOSURE AS A MEASURE OF TIME-TRANSFER STABILITY 

CP analyses are completely site-based; hence, time-transfer data from any three clocks A, B, and C will 
satisfy the relation (A-B)+(B-C)+(C-A)=O as a constraint in the analysis software of the computer 
program. For CV, closure would be automatic for observations of individual satellites using site- 
dependent corrections, but it is not guaranteed for averages in which all sites do not observe the same 
satellites at the same times. Figure 20 shows TWSTT closure experiments involving the USNO-DC, 
NIST (Colorado), and either NPL (England) or PTB (Germany). The USNO-NIST data were taken using 
a satellite different from the European links, yet the closure has been satisfied within the few-hundred ps 
limits of the short-term noise. A systematic difference of perhaps 100 ps before and after the data gap of 
MJD 50100-50500 is apparent in the USNO-NIST-FTB data, which could perhaps be due to satellite 
motion not having been accounted for in those observations. 
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Figure 18. Difference between continuously filtered carrier phase solutions, by the authors, and solutions 
generated in independent 1 -day batches by CODE, for continental and transatlantic baselines. The 
locations of the receivers PTBA and NPLD are at the PTB (Germany) and NPL (England). while PIE1 
and AMC2 are in the western United States. 
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Figure 19. Difference between continuously filtered carrier-phase solutions, by the authors, and solutions 
generated in independent 1-day batches by CODE, for the timing difference between two GPS satellites. 
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