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32nd Annual Precise Time and Time Interval (PTTI) Meeting

The Time and Frequency Control Community Loses
One of its Pioneers and Leaders:

HELMUT HELLWIG (1938-2000)

The time and frequency control community lost one of its leaders on July 22, 2000 when
Helmut Hellwig passed away. Helmut made many scientific and management
contributions to our field and he will be missed by his many friends and colleagues.

Helmut Hellwig was born on May 7, 1938 in Berlin, Germany. His professional
education in Germany included a 1963 Master of Science degree in physics and a 1966
Doctorate in electrical engineering, both from the Technical University of Berlin. During
that period Helmut was a Researcher at the Heinrich Hertz Institute in Berlin. He
immigrated to the United States in 1966 and became a U.S. citizen in 1972.

Dr. Hellwig was a research physicist in the field of atomic frequency standards for the
U.S. Army Electronics Command in Ft. Monmouth, NJ between 1966 and 1969, and a
Time and Frequency Division Research Physicist, Section Chief and Associate Division
Chief at the National Bureau of Standards (NBS) in Boulder, CO between 1969-1979.
While there, Helmut established an organizational culture of advanced research in the
field of atomic clocks which persists to this day.

In 1979, Helmut became the President of Frequency and Time Systems, Inc. (FTS, now
part of Datum, Inc.), a research and manufacturing company in Beverly, MA. He led the
successful qualification and production of satellite cesium clocks for the Global
Positioning System (GPS).

In 1986, Helmut returned to NBS as Associate Director. Then, in 1990 he was appointed
Director of the Air Force Office of Scientific Research, Bolling Air Force Base, DC,
where he was responsible for managing the entire basic research program of the U.S. Air
Force. He built a strong research infrastructure carried out by approximately 6,000
researchers in Air Force Laboratories, universities and industries.



In 1996, Helmut was appointed Deputy Assistant Secretary for Science, Technology and
Engineering, Office of the Secretary of the Air Force (Acquisition) in Arlington, VA. In
that position, he was responsible for all Air Force investments in science and technology.
Helmut retired from this position in 1999.

He was a Fellow of the IEEE, a Member of the American Physical Society and Sigma Xi.
He was also a member of the International Scientific Radio Union (URSI), the

International Radio Consultative Committee (CCIR) and the International Astronomical
Union (IAU)

Helmut was very active in IEEE and frequency control committees, including the 1&M
and UFFC Societies. He was an Associate Editor of the Transactions on UFFC,
Chairman of the 1&M Technical Committee on Time and Frequency, and a member of
the PTTI Executive Committee. He has also organized or co-organized numerous
national and international conferences.

He was granted several patents in the field of atomic frequency standards, and published
about 100 technical and scientific articles and papers.

Helmut received a number of professional awards, including an honorary doctorate from
the University of Besancon, France in 1989 for his work on atomic frequency standards,
and a 1996 Air Force Senior Executive Service, Presidential Rank Award for exceptional
performance over an extended period of time. He was also the recipient of the E.U.
Condon Award, the IR-100 award and the United States Army Science Award.

Helmut is survived by his wife Thekla, his two sons Frank and Peter, and two
granddaughters.

Donations may be made in Helmut Hellwig’s name to RICA, a facility for children and
adolescents with severe emotional disabilities at 15000 Broschart Road, Rockville MD
20850.



32nd Annual Precise Time and Time Interval (PTTI) Meeting

OPENING ADDRESS

Capt. Benjamin Jaramillo
Superintendent
U.S. Naval Observatory
Washington, DC 20392, USA

Ladies and gentlemen, good morning. It is a pleasure to open the 32nd Annual Precise Time
and Time Interval (PTTI) Meeting.

Over the past 32 years, these meetings have continued to provide the timing community with
an opportunity for users to present their ideas and requirements for improving the ability of
the timing community to meet the nation’s needs. Similarly, these conferences have allowed
time and time interval providers to make system developers aware of the latest improvements
in the field. The objectives of the series of meetings, namely to disseminate and coordinate
PTTI information at the user level; to review present and future PTTI requirements; to inform
government engineers, technlclans and managers of precise time and frequency technology;
and, to provide opportunity for an active exchange of new technology associated with PTTI,
are more important today than ever before.

Since the first PTTI meetings, the precision with which time and time interval are measured
and transferred has improved by three orders of magnitude, a factor of 10 per decade. We
have witnessed remarkable growth in the use of precise time and frequency. It is safe to say
that the development of precise time has played a critical role in the growth of technology that
touches all of our lives today. The Global Positioning System (GPS) is the prime example of
a system based on timing that has had a remarkably extensive impact on all aspects of society.
There are many others.

The program for this meeting includes topics that promise exciting, significant developments
for the future. Sessions are devoted to issues related to time scales, advances in frequency and
timing systems, future timing and frequency applications, telecommunications, utilities, Internet
protocol, and GPS augmentation systems. All of these timing applications point out the need
to recognize operational standards for timekeeping and time transfer. The Department of
Defense (DoD) has clearly realized that the interoperability is a major issue.

It has become evident that standards for time and time interval play an increasingly important
role in ensuring that modern defense systems can communicate among themselves without
confusion and function effectively. We need to eliminate the costly practice of independent
development and nonstandard terminology without regard for the requirement to operate with
existing systems and without regard for the likely systems of the future. The U.S. Naval
Observatory (USNO) is prepared to assist those who are improving current systems and those
who are in the process of developing new systems to provide effective PTTI applications and
eliminate needless and extensive duplication. The growing importance of GPS and GPS-based
timing is evident. The papers in the sessions of this meeting will no doubt demonstrate the
latest numbers characterizing the precision and accuracy of the systems that take advantage of



GPS for timing. The growing use of GPS, however, is not without its own issues.

We know that the dependency on GPS is slowing the development of improved clocks. It is
also necessary to consider the requirement for additional sources of precise time and frequency,
and the development of possible alternate time transfer methods will definitely be a concern
for the future to mitigate the possibility of a single point of failure. Realize, too, that the
increasing use of inter-operable systems will demand accurate, as well as precise, time to permit
this inter-operability.

Finally, I would like to close with the concern that the PTTI community must continue to
challenge system engineers to make use of the potential development of increasingly more
accurate time and time interval. While we need to keep track of user requirements for PTTI,
we also need to challenge users to take advantage of possible 10-picosecond timing or one part
in 10 in frequency.

We often hear that precise time is a utility and that we must recognize the need to manage
this new utility to meet society’s current and future requirements. Part of this management
responsibility is to make sure that users are aware of current and projected PTTI capabilities.
National and international laboratories must work together to make sure that the world’s timing
needs are met and that society can make use of what we expect to make available in the future.
I hope that this and future meetings will continue to address these concerns. But, in addition,
I would like to challenge users of time to think creatively about new possibilities that take
advantage of our ability to provide time and time interval with improving precision. The utility
of precise time will in the future provide improvements for us all, and we need to plan now to
take advantage of this resource.

Thank you for giving me the opportunity to open this meeting. I know that it will be an
interesting and productive meeting for all of us. I would like to introduce Mr. Joe White, who
has a presentation.



32nd Annual Precise Time and Time Interval (PTTI) Meeting

PTTI DISTINGUISHED SERVICE AWARD

Presented to
Roger L. Easton
U.S. Naval Research Laboratory (Retired)
ROBARCO

by
Dr. Joseph D. White
U.S. Naval Research Laboratory

Captain, thank you for the opening remarks. I am the Chairman of the PTTI Executive
Committee, and mostly what I get to do in that job is delegate things to others and stand back
and watch things happen. But every now and then, I find a good job that I like to keep for
myself, and this is one of them.

The PTTI has its Distinguished PTTI Service Award. We award this sometimes annually,
sometimes less. It kind of depends on how we feel and whether we feel we have good
candidates. In this case, this year we have an exceptional person that we’re honoring, a man
that I've been honored to work for and to know for 20-something years now. Roger Easton
will be our award winner this year.

Most of you have known Roger at one time or another during his career, which has been quite
long and distinguished. Some of you knew him before I have met him. I worked for him from
1973 to 1980, I guess it was. He’s done a number of other things since he retired. And I
thought I’d just take a minute to go over briefly some of Roger’s accomplishments, and there
are a lot; I'm reducing them to just the big ones here today.

Roger worked for NRL and the Navy continually from World War II up to 1980. Among his
accomplishments there were the design and the construction of the first Vanguard satellite. An
outgrowth out of that was a system called “Mini-Track,” which was developed to track Vanguard
and later expanded to do other things. Mini-Track grew into a system that became known as
the “Naval Space Surveillance System.” That all started around 1960 or so. “SpaceSur” is not
well known in the community, but in fact if you look at NORAD’s list of what’s flying around
in space today, most the items on that list, I think something like 75 or 80%, come out of
SpaceSur. It’s a system that’s still going, still growing, and Roger is one of the people that
made SpaceSur happen.

Roger also, shortly after SpaceSur, invented a one-way ranging concept that became a Navy
program that was known as “Timation.” For those of you that know the history of GPS,
Timation was one of two programs, that and the Air Force 621B project, which became GPS.
That’s about the time I went to work for Roger. The things that make GPS work so well, the
clocks, the orbits, a lot of the concepts all came from Roger. We owe him a great debt of



gratitude for the work he did there.

As I say, Roger retired from NRL around 1980; however, that was by no means the end of
his career. He did a number of other things after that, including politics. Roger was elected
twice to the New Hampshire General Court, which I believe is roughly the same thing as the
State Assembly. And in 1986 he actually ran for Governor. He was beaten by an upstart by
the name of John Sununu, and we understand that it had to do with the irregular voting in
the southern part of the state and dimpled ballots. But he came close.

Roger has also received a number of awards over the years. I would like to list a few of those:
in 1960, back in the SpaceSur days, as that started up, he won NRLs Distinguished Civilian
Achievement Award. Roger was one of several people involved in the Collier Award, which is
shared between NRL, Aerospace, the Air Force, and Rockwell for GPS.

Another award that I thought was very interesting was the Magellanic Premium Award from
the American Philosophical Society. And I'll read the description to you of what this is: “a
medal to be awarded from time to time to the author of the best discovery or most useful
invention relating to navigation, astronomy, or natural philosophy.” Roger is also a Fellow of
the Institute of Navigation.

Sometimes, though, as you look through the list of people, a lot of people have won awards.
One of the things that kind of gets your attention, as to how well recognized they are, is how
many awards have been named after them. I know there are at least two in Roger’s case:
There’s the Roger L. Easton Science and Engineering Award, which was out of Naval Space
Surveillance, and the NRL Roger L. Easton Award for Engineering Excellence. I'm particularly
interested in the NRL award because NRL, like most laboratories, is a hard science laboratory,
but we have a group that does engineering. In hard science groups, the engineering people
often get ignored. So it’s very nice to see that award came for Roger and recognized not only
his achievements, but also the achievements of the people who have followed.

So Roger, if I could you up here please, I’d like to make the award. You have to be aware of
boxes that tick. I don’t know how you are going to get this back on the airplane. This is the
clock that is awarded as the PTTI Distinguished Service Award. It’s inscribed “Distinguished
PTTI Service Award 2000 to Roger Easton.”
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KEYNOTE ADDRESS: ’
IN THE BEGINNING OF GPS

Roger L. Easton
U.S. Naval Research Laboratory (Ret.)
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INTRODUCTION

Good morning. My talk is on the beginning of GPS. I've given this talk several times. Twice
it went quite well. But the last time, it was a dead thud, so I'm warning you. A lot of its
acceptance level had to do with the listener’s age, because when one talks about 1969 to people
who weren’t born then, the talk has little current meeting.

GPS is a navigation system consisting of two dozen satellites in circular, inclined orbits. Each
satellite contains a number of stable clocks. The satellites transmit clock-based synchromzed
signals continuously, allowing us to have a system unlimited by the number of participants.
Further, in not needing interrogation, the user can observe radio silence. Having all the clocks
synchronized is a big thing for GPS. At the time the idea of the satellites carrying the clocks
was proposed, all the other proposals used interrogated schemes. Receivers detect signals from
several satellites simultaneously (> three for x, y, z, and t). From these observations, position
and time are calculated.

Where did GPS start? There have certainly been some wild comments about the beginning:
(1) “It was developed by the DoD for the U.S. military,” which is true; (2) “GPS can trace
its heritage to the Navy’s Transit program,” which is not true; (3) “It began in 1973,” while
it actually began in 1964. Comment (1) is not especially helpful and comments (2) and (3)
are not supported by the documented evidence. One is reminded of the quotatlon of Thomas
Henry Huxley concerning “the slaying of a beautiful hypothesis by an ugly fact.” Everything
was going fine with these explanations until a fact came along and destroyed them all.

Let’s look at some documented evidence. Early in the proposal stage of advanced navigation
systems, in 1969, an EASCON meeting was held in Washington. Three different navigation
proposals were discussed. (I've given Dr. White copies of these three proposals in case you
would like to read them in full.)

LOW-ALTITUDE PROPOSAL

A paper by R. B. Kershner of APL studied the number of satellites necessary at different
altitudes to have four-in-view to an observer on the earth’s surface. At an altitude of 475
nautical miles (nm), 153 satellites are required. Seventy-eight are required at 1000 nm; 28



are needed at 5000 nm; 18 at 10,000 nm; and 18 at synchronous. Then Dr. Kerschner
made a weight and cost comparison between satellites of a constellation at 480 nm and one at
synchronous. As seen in the table below, the costs are not greatly different. The APL paper
favored the low-altitude proposal.

Weight & Cost Comparison

Altitude 480 nm | Sync.

Tx Power 19W | 150 W
Weight 300 Ib. | 1100 W
Unit Cost $15M | $113 M
Constellation Cost | $225 M | $203 M

Conclusion: Costs About Equal

THE AEROSPACE 24-HOUR CONSTELLATION PROPOSAL

The Aerospace Corporation proposed a 24-hour constellation made up of several choices of
sub-constellations and two orbital inclinations. The next figure shows the geometry of one
sub-constellation. It consists of a single geostationary satellite with three (or four) satellites
in circular ground tracks traveling with the geostationary satellite at the center. The non-
geostationary satellites have inclinations of 30 degrees and eccentricities of 0.3 to give the
circular ground tracks in the next figure.

The following figure shows the coverege results with three constellations similar to the one
described above; for a viewer seeing four to seven satellites for three-dimensional (3D) naviga-
tion; for three satellites in view for two-dimensional (2D) navigation; and places near the South
Pole with intermittent coverage. The coverage in the North was better because the apogees
of the eccentric satellites were to the north. It was a clever system, but its coverage was not
strictly global. \

WHERE DID GPS START?

So where did GPS start? As I said before, not with the Transit program, though Transit has
some similarities. And it started much before 1973. We claim that it can trace its ancestry
to the radar “fence” of the Navy Space Surveillance System in 1964, long before some in our
audience were born.
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For a few years in the early 1960s, we operated another fence in addition to the stations
shown in the next figure. This second fence was in Southern Texas, with a transmitter near
Rio Grande and a receiver near Raymondville. This second fence provided a second look at
objects passing vertically through the two systems and permitted the determination of an orbit
as soon as the second observation was received. This arrangement was especially valuable for
the determination of orbits of multiple pieces.

U

San Diego, CA ‘ Elephant Butte, NM Red River, AR | Jordan Lake, AL Tattnall, GA
Giia River, AZ Lake Kickapoo, TX Sliver Lake, MS Hawkinsville, GA

There are at least two types of radars: pulse radars, which send and receive at one antenna,
and continuous wave radars. We worked with the latter, having transmitter and receiver about
100 miles apart. We needed to know the modulation phase of the transmitter at the receiver
as it was transmitted. We tried over-the-horizon transmission, which didn’t work too well, as
the signal was noisy. We tried carrying a cesium-beam clock between the two stations. The
idea worked, but it was a continuous job, so we thought, why not put the cesium-beam clock
in the satellite?

What else could such a satellite do besides transmit time? We decided it could be used for
navigation. We were subjected to criticism because it was an idea looking for an application
and not the other way around.

THE MID-ALTITUDE CONSTELLATION

At NRL we investigated a large range of altitudes, from low to synchronous and concentrated
mainly on an integral number of ground tracks per day. We favored 8-hour orbits, but had
done some work on the 12-hour orbits that GPS chose.
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For a few years in the early 1960s, we operated another fence in addition to the stations
shown in the next figure. This second fence was in Southern Texas, with a transmitter near
Rio Grande and a receiver near Raymondville. This second fence provided a second look at
objects passing vertically through the two systems and permitted the determination of an orbit
as soon as the second observation was received. This arrangement was especially valuable for
the determination of orbits of multiple pieces. -

There are at least two types of radars: pulse radars, which send and receive at one antenna,
and continuous wave radars. We worked with the latter, having transmitter and receiver about
100 miles apart. We needed to know the modulation phase of the transmitter at the receiver
as it was transmitted. We tried over-the-horizon transmission, which didn’t work too well, as
the signal was noisy. We tried carrying a cesium-beam clock between the two stations. The
idea worked, but it was a continuous job, so we thought, why not put the cesium-beam clock
in the satellite?

Whiat else could such a satellite do besides transmit time? We decided it could be used for
navigation. We were subjected to criticism because it was an idea looking for an application
and not the other way around.

THE MID-ALTITUDE CONSTELLATION

At NRL we investigated a large range of altitudes, from low to synchronous and concentrated
mainly on an integral number of ground tracks per day. We favored 8-hour orbits, but had
done some work on the 12-hour orbits that GPS chose.

We demonstrated our TIMe navigATION (TIMATION) concept to the Naval Air Systems
Command in 1964. As a result, NAVAIR sent us a $35,000 Work Order. The reason the order
was so small is that the project manager did not think he could get approval for a larger order.

We then demonstrated passive ranging for 2D and 3Dand time which satisfied the navigation
needs of aircraft, ships, and ground personnel. In the EASCON paper we favored polar orbits,
intermediate altitudes, and circular orbits. We considered quartz and atomic oscillators and
obtained the time transfer results in the next figure with the first TIMATION satellite, launched
May 31, 1967.

If I had my choice now I think I would go with polar inclinations. We went with 55 degrees
because that came out as an optimum under the assumptions used. However, you miss
something at that inclination. Unless you are at a low altitude, you see no satellites north (or
south) of you. A polar satellite would also be advantageous for keeping the clocks on time.

ANOTHER MID-ALTITUDE PROPOSAL

There was another, somewhat similar mid-altitude proposal from General Electric that I must
confess that I didn’t know about. In a development led by Roy Anderson, it proposed two
dozen satellites in 6-hour orbits. It was proposed to NASA and we didn’t pay much attention
to it. In the following figure are shown its ground tracks and you see it was at 55 degrees, just
like GPS. It had both active and passive ranging and accuracies of 0.1 and 1 mile respectively.
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The next figure shows observations seen from the present space surveillance fence. The arc
about 12,000 miles from the earth represents the observations of the GLONASS satellites.

en et

N et Tt temealZn

e e e

THE WINNER

Why did the mid-altitude proposal win? One could say because it was cheaper, more accurate,
truly worldwide, and required fewer ground stations. The chart above relates the different
proposals to the final design of GPS. One could say that since the GPS came from the NRL
proposal, it naturally is most like the NRL TIMATION proposal. The next table compares the
various proposals, showing which are most like the final choices (X) for GPS.

Proposal Circular | Medium | Global | Atomic
Orbit | Altitude | Coverage | Clocks
GE X X X o
Af;rospace (621B) 0] o 0] o
APL X O X o
NRL X X X X
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Since the relevant patent may be of some interest, I've included a copy of the first page.

United States Patent

(191

Easton

nn - 3,789,409
(451 Jan. 29, 1974

[(54)

NAVIGATION SYSTEM USING SATELLITES
AND PASSIVE RANGING TECHNIQUES

{76] Inventor: Roger L. Easton, 7704 Oxon Hill
Rd., Oxon Hill, Md. 20021

(22} Filed: Oct. 8, 1970
[21] Appl. No.: 79,307
{52] U.S.CL.... 343/112 R, 343/100 ST, 343/112 D
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Primary Examiner—Richard A. Farley

Assistant Examiner—Richard E.

Attorney, Agent, or Firm—R. S. Sciascia; Arthur L.
Bramning; J. G. Murray

(57]) ABSTRACT

A navigation system wherein the navigator's location
is obtained by determining the navigator's distance (or
range) from one or more satellites of known location.
Each satellite transmits multifrequency signals that are
derived from a stable oscillator which is phase syn-
chronized with the navigator's equipment that pro-
duces similar multifrequency signals. Phase compari-
son between the signals received from the satellites
and the locally produced signals indicates both the dis-
tance between the navigator and the satellites and the
navigator's location. In determining his location, the
presence of the navigator is not revealed since no in-
terrogatory transmission by him is required.

6 Claims, 3 Drawing Figures
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THE SECOND PART

This talk was made in two parts. You've have heard the first or technical part. The second part
consists of a number of quotations. “The purpose of poetry is to persuade, fool, or compel
God into speaking” is a favorite from Howard Nemerov. It is especially pertinent if you feel
that some engineering approaches a class of poetry.

Then there are religious quotes coming from technical people. There’s the famous one from
Einstein: “Der Herrgott is subtle but not malicious.” Two others, “Doing physics was walking
the path of God” and “Doing physics was wrestling with the Champ,” are by I. I. Rabi, who,
of course, had much to do with atomic clocks.

John M. Zinman said, “Modern science is a successful social invention for acquiring, not truth,
but reliable knowledge.” I think Robert Frost’s quote, “Two roads diverged in a wood and I
took the one less travelled by,” is perhaps a good way of looking at what we do in experimental
fields. Of course, Frost is sort of a-permanent poet laureate up New Hampshire and Vermont.
He lived in both states, but was born in California and named for General Lee.

Some developments that were essential to GPS are small atomic clocks and integrated circuits.
I was glad to see Mr. Fruehauf here. He was in on the very small atomic clocks, which we
flew in satellites. Later, we went to Mr. Kern’s cesium clocks.

I want to say something concerning awards: “Love of praise is, I believe, common to all men
and whether it be a frailty or a virtue, I plead no exception from its fascination” (Capt. J.
Eads, 1874). I like this one: “All anybody needs to know about awards is that Mozart never
received one” (Henry Mitchell).

If you look at the awards mentioned in the World Almanac or any other almanac, you will
see that there are almost none that apply to engineering. We know of the Pulitzer and Nobel
prizes, but there are at least 29 entire categories of other awards. You won’t find many scientific
awards. When I was young, the Collier Award for Advances in Aviation was generally known.
It’s not well known now, nor is the oldest U.S. award, the Magellanic Premium (1786). So if
you want an award, go into a field like entertainment, sports, or writing, and stay away from
fields that change the world, like engineering.

In spite of what I have said about awards, I appreciate the one given me today. It’s a beautiful
clock. I will try to place it in its proper place. Thank you very much. -»
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Questions and Answers

BRUCE MONTGOMERY (Syntonics, LLC): Who were the chaps at General Electric who
were so prescient back in 1964? They got it pretty close to right.

ROGER EASTON: That was Roy Anderson. I got to know him very well since, and he’s very
impressive in this field.

HUGO FRUEHAUF (Zyfer, Inc.): The irony was that GE dropped out of the satellite bis
when it finally got to the satellite award. Even though they were so ahead of the game.

EASTON: You are saying they dropped out?

FRUEHAUF: Yes, the final bidders were Rockwell and RCA at the time, and General Electric
ended up bowing out of the satellite race, which was kind of ironic.

EASTON: Then they ended up buying RCA, right?
FRUEHAUF: Right.

16
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Abstract

More than two decades have now passed since the construction of the GPS operational control
segment (OCS), including the Master Control Station (MCS) at Schreiver AFB, Colorado and
worldwide monitoring stations, and launch of the first GPS satellites. During that time, several
generations of satellites have been designed, built, and launched, and operations are routinely
supported by the OCS.

Today, Global Positioning System (GPS) is entering into the new millennium with a far-reaching
program to modernize the system on the ground and in space. This paper describes the goals,
requirements, design objectives, and plans for implementing a $1 billion-plus modernization program
in the coming decade.

INTRODUCTION

The Department of Defense (DoD) originally conceived the Global Positioning System (GPS) in
the 1970s as a satellite-based navigation system for joint-service military applications. Beginning
in 1980, federal radionavigation planning conducted jointly by the DoD and the Department
of Transportation (DOT) forever transformed this system into a global utility for positioning,
navigation, and timing (PNT).

In 1996, federal policy and planning for GPS and its augmentations were significantly strength-
ened with the release of the Presidential Decision Directive (NSTC-6) “U.S. Global Positioning
System Policy.” The PDD provides the strategic vision for the management and use of GPS,
addressing a broad range of military, civil, commercial, and scientific interests, both national
and international. Further, specific roles and respon51b1htles were assigned to the DoD, DOT,
and the State Department. The PDD also established the DoD-DOT-chaired Interagency GPS
Executive Board (IGEB) to manage the GPS and its U.S. Government augmentations.

1A version of this paper appeared in the September 2000 (Vol. 11, No. 9) edition of GPS World Magazine and this paper was
previously presented at ION-GPS 2000, 13th International Technical Meeting of the Satellite Division of the Institute of Navigation,
19-22 September 2000.

i
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The first meeting of the IGEB took place the following year. The major topic of discussion
at that meeting was the need for additional civil GPS signals to improve services provided
to a vast array of civil and commercial users. As a result, the IGEB a greed to identify a
second civil frequency within a year. Combined with an effort already underway within the
Air Force to incorporate both civil and military requirements into an updated GPS operational
requirements document (ORD), these activities established the foundation of the current GPS
modernization program.

MODERNIZATION GOALS
Civil Goals

The GPS Standard Positioning Service (SPS) refers to the signal-in-space provided free of
direct user charges for peaceful civil, commercial, and scientific use on a continuous, worldwide
basis. Today, only one fully accessible signal (the C/A-coded signal at L1) is available for civil
applications through the SPS. Therefore, the principal objective of modernization from a civil
perspective is to provide additional coded civil signals.

In 1998, Vice President Gore announced that a second civil signal would be broadcast at the
1227.6 MHz frequency, known as the GPS 1L2. Only a P (Y)-code, used by the U.S. military
and other authorized users, is currently modulated on this frequency. (The Y-code refers to
the encryption of the precise P-code to make it available only to authorized users.) The Vice
President also stated that a third civil signal specifically designed for safety-of-life services would
be broadcast beginning in 2005. Backed by the intense labors of interagency working groups
formed under the auspices of the IGEB, the frequency of the third civil signal, now known as
LS, was selected in January 1999. The L5 will be at 1176.45 MHz in a portion of the spectrum
that is allocated for aeronautical radionavigation services (ARNS). The ARNS allocation is
required for any signal used in support of any aviation safety-of-life application. The resulting
changes to the GPS signal structure are illustrated in Figure 1.

For stand-alone (non-differential) real-time users of GPS, the addition of a second and third
civil GPS signal will: provide signal redundancy, improve positioning accuracy, improve signal
availability and integrity (timely notice of an “unhealthy” signal), improve continuity of service,
and improve resistance to radio frequency (RF) interference.

LS L2 L1
GlA
P(Y) P(Y)
Present Signal
Structure
Modernized Signal M CA m CA
Structure Py P(Y

1176.45 Mhz 1227.60 Mhz 1675.42 Mhz

Figure 1
Current and Modernized Signal Structures
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The two new additional coded civil signals (the C/A-code on the L2 frequency and the new
signal at L5) will also assist high-precision (often called real-time kinematic) short- and long-
baseline differential applications ~ such as aircraft precision approach and landing, mapping,
surveying, precision farming, machine control, and earth science studies ~ by calibrating the
spatially uncorrelated components of the ionosphere seen across the baseline and by speeding
up ambiguity resolution to get accuracies of a decimeter or better.

Miltary Goals

In addition to providing an SPS, the 1996 GPS PDD and subsequent legislation ? also committed
the U.S. government and the DoD to providing a Precise Positioning Service (PPS) for U.S.
military and other authorized users. Further, the policy also called for the development of
measures to prevent the hostile use of GPS and its augmentations, thus ensuring that the
United States and its allies retain a military advantage without unduly disrupting or degrading
legitimate, peaceful civil GPS uses.

This has been translated into what is often referred to as the 3 P’s:

e Protection of military service in a theater of operation
e Prevention of adversarial exploitation of GPS services

o Preservation of civil service outside a theater of operations.

To successfully accomplish the 3 P’s, the military must have the ability to selectively and locally
deny GPS signals which could be potentially misused, while ensuring that authorized PPS
users can continue military operations. Spectral separation of civil signals from military signals
represents a key component of this capability. As a result, defense-oriented GPS modernization
focuses on providing new military codes, referred to collectively as M-code, that will “reuse”
portions of the radio spectrum already assigned to the L1 and L2 frequencies while remaining
spectrally distinguishable from the L1 and L2 C/A-codes (see Figure 1).

The new military signal and code structure will also have improved cryptographic protection and
changes in the broadcast data message. Based on validated military requirements for higher
signal power, future GPS satellites will also be designed to broadcast the new M-code signals
on a regional basis, when necessary, at 20 dB greater power (-138 dBW) than the existing P
(Y)-code. These improvements will provide the U.S. military and its allies with both increased
anti-jam capability and enhanced signal security for military worldwide operations.

SIGNAL STRUCTURE

Implementation of a new signal structure represents the cornerstone of improved GPS services
for both military and civil communities. For civil users, however, the first real step towards
modernizing GPS took place earlier this year when President Clinton directed that the intentional
degradation of the GPS Standard Positioning Service (SPS), known as Selective Availability
(SA), be discontinued at midnight Eastern Daylight Time on 1 May 2000. Figure 2 below
illustrates the impact of this “magic moment.”

Since SA was discontinued, GP$ users have routinely observed horizontal SPS accuracy values
of less than 10 meters. However, more conservative accuracy estimates (based on the conditions
and constraints described in Ref. [2]) would be 22 meters horizontal (95% of the time), 33 meters

2National Defense Authorization Act for Fiscal Year 1998, Public Law 105-85, sec. 2281, 18 Novemiber 1997
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vertical (95%), and 200 nanoseconds (95%) relativc;, to Coordinated Universal Time (UTC), the
international standard for timekeeping. The corresponding GPS horizontal positioning error
budget is shown in Table 1.

Table 1
GPS Error Budget with and without SA

Error Source Typical Range Error
Magnitude
(meters, 16)
SPS with SA | SPS with SA
set to zero
sty e || Selective Availability 24.0 0.0
: ; Atmospheric Delay
*g = Tonospheric 7.0 7.0
g Tropospheric 0.2 0.2
B
g X Clock and Ephemeris 2.3 2.3
§ @ Error
g.aixc . )
35 || Receiver Noise 0.6 0.6
% \
Multipath 1.5 1.5
a0t #
i it by Blauss 110) Total User Equivalent 25.0 1.5
' Figil ré2 Range Error (UERE)
Performance with SA off | Typical Horizontal 1.5 1.5
DOP (HDOP)
Total Stand-Alone 75.0 225
Horizontal Accuracy,
95%

Without any additional equipment costs to users, discontinuing SA brings tangible benefits to
millions of GPS users throughout the world in a wide range of applications. Some of these
benefits are described below.

Car Navigation

Previously, GPS-based car navigation could give the location of the vehicle to within a hundred
meters. This was a problem, for example in areas where multiple highways run in parallel,
because the degraded signal made it difficult to determine which highway the car was on.
Discontinuing SA will minimize such problems, leading to greater consumer confidence in the
technology and higher adoption rates. It will also simplify the design of many systems (e.g.,
eliminating the need for certain map matching software), thereby lowering their retail cost.

Enhanced-911

The FCC will soon require that all new cellular phones be equipped with more accurate
location determination technology to improve responses to emergency 911 calls. Removing
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SA will boost the accuracy of GPS to such a degree that it could be come the method of
choice for implementing the 911 requirements. A GPS-based solution might be simpler and
more economical than alternative techniques such as radio tower triangulation, leading to lower
consumer costs.

Hiking, Camping, and Hunting

GPS is already popular among outdoorsmen, but the degraded accuracy has not allowed them
to precisely pinpoint their location or the location of items (such as game) left behind for later
recovery. With 20-meter accuracy or better, hikers, campers, and hunters should be able to
navigate their way through unmarked wilderness terrain with increased confidence and safety.
Moreover, users will find that the accuracy of GPS exceeds the resolution of U.S. Geological
Survey (USGS) topographical quad maps.

Boating and Fishing

Recreational boate:rs will enqu safer, more accurate navigation around sandbars, rocks, and
other obstacles. Fishermen will be able to more precisely locate their favorite spot on a lake

or r;'ver. Lobster fishermen will be able to find and recover their traps more quickly and
. efficiently.

SPS SIGNAL SPECIFICATION

The GPS SPS Signal Specification is the definitive source regarding the expected performance
levels of the civil GPS navigation service. While important to all civil users, these performance
levels are particularly crucial in determining the system design for civil GPS augmentation
systems that are required to meet the stringent performance criteria for safety-of-life use.

The current signal specification was published in 1995. Many of the performance parameters
in that document — such as coverage, availability, and reliability — originated prior to the
GPS constellation reaching initial operating capability in December 1993. Consequently, the
SPS Signal Specification needs to be updated to reflect operational experience and observed
performance over the last 6.5 years and to include the dramatic change in accuracy resulting
from the discontinuation of SA. The DOT and DoD are working to revise the specification in
a manner that reflects accurate yet consistently obtainable GPS service. The next version of

(Edition 3) of Ref. [2] is expected to have been released by the end of 2000.

OVERCOMING THE ATMOSPHERE

With the elimination of SA, the next largest contributor to the GPS positioning error budget
is the signal delay caused by the Earth’s atmosphere (see Table 2). Since the military
currently has full access to two signals and frequencies through the PPS, military users can
correct the ionospheric error by forming a linear combination of L1 and L2 pseudorange
measurements to mathematically estimate and remove almost all the ionospheric bias from the
L1 measurements. To compensate for the ionospheric error in limited civilian applications,
some receiver manufacturers have developed innovative techniques for using components of the
encrypted Y-code signal to calculate the ionospheric effects. However, to function effectively,
these so-called “semi-codeless” receivers require a signal-to-noise ratio (SNR) for the L2 signal
that is considerably higher than the SNR required by a dual-frequency military PPS receiver.

As a result, although the higher SNR can be achieved in stationary positioning applications,
many situations preclude effective use of these techniques. For example, when a receiver is
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in a moving vehicle or ionospheric scintillation is present, the receiver may lose its ability
to track incoming signals and take several minutes to recover the signal heeded for precise
positioning. The same is true when the receiver must view satellites through foliage or in
the presence of multipath signals. As a result, civilian access to additional coded signals will
enable improved accuracy through ijonospheric corrections for dynamic applications even in
sub-optimal environments with RF interference and multipath (reflected GPS signals).

As shown in Table 2, the use of C/A-code on the L2 frequency in conjunction with L1 will
reduce the typical ionospheric error of 7.0 meters to 0.01 meters (1 ¢). This will result in
a stand-alone accuracy as low as 8.5 meters (95%) compared with approximately 22.5 meters
(95%) with L1 alone.

Table 2

SPS with’Iltvo dpd_edCivilErequencies
Error Source Typical Range Error
Magnitude
(meters, 1c)
SPS with 54 | 505 with
set to zero wo . coce
civil signals

Selective Availability 0.0 0.0
Atmospheric Delay

Tonospheric 7.0 0.1
"Tropospheric 0.2 0.2
Clock and Ephemeris 23 2.3
Error

Receiver Noise 0.6 0.6
Multipath 1.5 1.5
Total User Equivalent 7.5 28
Range Error (UERE)

Typical Horizontal 1.5 1.5
DOP (HDOP)

Total Stand-Alone 225 85
Horizontal Accuracy,

95%

' To implement C/A-code on L2, the GPS Block II Replenishment (Block:IIR) satellite contract
_will be revised to direct Lockheed Martin to modify the last 12' Block IIR satellites. New
earth-coverage military codes on L1 and L2 will also be added to these same satellites, as
shown in Figure 3.

ADDING THE THIRD CIVIL SIGNAL

During the IGEB’s civil signal selection process, it became clear that simply adding C/A-code to
L2 would not be sufficient to allow its use for civil aviation safety-of-life applications because of
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' potential interference from existing ground radars that broadcast in and near the GPS L2 band.
Obtaining an internationally accepted ARNS designation for L2 (necessary for all aviation
safety-of-life applications) would require that many of these systems would have to be moved
out of the band. U.S. agencies evaluated this approach, but concluded that the cost would be
too high. -

Instead, a new wide-band GPS signal offered the best option for civil aviation in the band from
1164-1188 MHz, a portion of the spectrum that already had an ARNS allocation. However, a
new allocation, an RNSS (Radio Navigation Satellite Service — space to earth) allocation would
have to be approved. That new allocation was thought to be attainable, and in May 2000, the
World Radio Conference approved an RNSS allocation for the frequency band from 1164 to
1215 MHz.

The third civil signal at 1176.45 MHz, or L5, will be added to the first Boeing Block IIF satellite
along with C/A-code on L2 and M-code on L1 and L2, as shown in Figure 4.

"The LS signal has been specifically designed to improve performance over the current L1
C/A-code signal in several ways. L5 power will be increased 6 dB compared to the current .
L1 signal (-154 dBW vs. -160 dBW). This is equally split between an in-phase (I) data
channel and a quadrature (Q) data-free channel which will improve resistance to interference,
especially from other pulse-emitting systems in the same band as L5 such as Distance Measuring
Equipment (DME) systems already used for en-route and terminal area air navigation, and
the military Joint Tactical Information System (JTIDS) used for critical military command and
control communications. The data-free component of the new signal also provides for more
robust carrier-phase tracking, which is desirable for many applications. A minimum 20-MHz
broadcast bandwidth and a higher chipping rate will provide greater accuracy in the presence of
noise and multipath. Finally, a longer code than the L1 and L2 C/A-codes will reduce system
self-interference caused by CDMA cross-correlation. (See Ref. [1] for a full discussion of the
LS signal.)

The benefits of multiple ARNS signals in space will be significant. For instance, use of
dual-frequency L1/L5 avionics will allow direct measurements of ionospheric delays directly by
avionics equipment on-board aircraft. This will allow seamless global navigation and precision
approach capability with niinimal investment in ground infrastructure by many countries for
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Space-based Augmentation Systems (SBAS). Less reference stations might be required for a
worldwide SBAS coverage to meet navigational requirements for civil aviation as a result of
availability of dual frequency avionics.

The Federal Aviation Administration (FAA) also plans to broadcast LS from its SBAS known as
the GPS Wide Area Augmentation System or WAAS. A design for the WAAS LS5 signal structure
has been proposed that is similar to the GPS LS signal, except that only a single-channel carrier
will be used (no Q channel), and the data rate will be increased.

As shown in Figure 5, LS will be available for en-route navigation across the vast majority of the
world even if the current worldwide DME infrastructure is maintained. Exceptions are limited
to portions of the U.S., Europe, and Japan, which have a high density of DMEs. The FAA
plans to reassign DMEs as necessary to protect L5 use at high altitudes in the U.S. national
airspace system. At the surface of the earth, where the vast majority of non-aviation users of
GPS reside, interference to L5 from DMEs is essentially nonexistent, as shown in Figure 6.

Figure 5 Figure 6
Interference to L5 Service at High Altitude Interference to LS Service at Akrproximately
(40,000 Fr) 5,000 Ft And Below

GROUND CONTROL NETWORK

Upgrading the operational control segment (OCS) as shown in Figure 7, represents an often
overlooked but essential component of the overall modernization program. A number of
improvements are under way that will improve the capability to monitor all signals broadcast
from the constellation, make the control network more robust, improve the positioning accuracy
of both the civil and military services, and add new functions that are necessary to control the
modernized satellites. These improvements include:

e Upgrading the dedicated GPS monitor stations and associated ground antennas with new
digital receivers and computers

o Replacing existing MCS mainframe computers with a distributed architecture

o Implementing the Accuracy Improvement Initiative (AII), Air Force Satellite Control
Network integration, and full IIR capabilities

o Completing a fully mission-capable Alternate Master Control Station (AMCS) at Vanden-
berg Air Force Base



e Adding IIF command and control functionality.

Table 3
SPS and PPS with the Implementation of
the Accuracy Improvement Initiative

Error Source Typical Range Error
Magnitude
(meters, 1c)
SPS with | SPS and PPS
R R o » : two or more | with the AII
% Ground Control Segment coded  civil
; signals
Master Control Station (1) Selective Availability 0.0 0.0
Monitor Station (5)
Ground Antenna (4) Atmospheric Delay
A Ionospheric 0.01 0.1
Tropospheric 02 02
Clock and Ephemeris 23 1.25
Error
Receiver Noise 0.6 0.6
Multipath 1.5 1.5
Total User Equivalent 2.8 20
Range Error (UERE)
Typical Horizontal 1.5 1.5
DOP (HDOP)
Fi " Total Stand-Alone 85 6.0
gure Horizontal Accuracy,
The GPS Ground Control Network 95%

In addition to other operational functions, such as satellite health monitoring and routine
maintenance, the ground control network determines the ephemeris (orbital position) and
clock parameters of the satellites in the GPS constellation and uploads these data to the GPS
spacecraft. In its current configuration, the MCS uses individual “mini Kalman filters,” known
as partitions, to estimate the orbit and clock errors for each of the GPS satellites as well as the
clock errors for the monitor site receivers. Updated orbit and clock corrections are uploaded
to each satellite at least once a day.

Once atmospheric errors have been eliminated (by the dual-frequency methods discussed
earlier), ephemeris and clock errors become the largest contributors to the GPS positioning
error budget. With the current GPS constellation, the clock and ephemeris errors contribute
approximately 1.8 and 1.4 meters (1 o), respectively, to user equivalent range error (UERE) for
a combined error of 2.3 meters (1 o), as shown in Table 3. A new technique, called the Accuracy
Improvement Initiative (AII), is expected to reduce the GPS clock and ephemeris contribution
to UERE to approximately 1.25 meters. This will be accomplished by incorporating data from
6 to 14 additional monitoring stations operated by the National Imagery and Mapping Agency
(NIMA) into a new, fully correlated, single-partition Kalman filter at the GPS Master Control
Station. This is projected to result in stand-alone horizontal accuracies for all GPS users of 6
meters (95%) or better. (See Ref. [3] for more information about AIL)
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GPS BLOCK III PROGRAM

The current GPS modernization efforts should carry the constellation through approximately
the year 2010 (using up to 12 GPS Block IIF satellites). To meet military and civil requirements
through 2030, the IGEB has accepted a DoD recommendation to develop a new generation of
satellites (GPS Block III) and associated ground control network for use beyond 2010.

The objective of the GPS III program is to deliver a GPS architectural solutions that will
satisfy the current and evolving military and civilian needs. The DoD is initiating a study in
late summer of 2000 that will examine candidate acquisition and architectural concepts that
refine and validate the system requirements trade space. For the military, a key requirement
that will not be met until the Block III satellites are in orbit is the need for a higher power
M-code signal (-138 dBW vs. -158 dBW) to further improve resistance to both intentional and
unintentional interference in a geographically limited area of operations.

The GPS III architecture study will also address concepts that optimize cost (to include economic
benefits), schedule, performance, risk, and technology insertion. These concepts will consider
alternative solutions and interfaces both inside and outside the traditional GPS, including
interoperability with, incorporation of, and/or utilization of various existing or developing
military and civil systems. '

IMPLEMENTATION TIMETABLE

The current schedule for GPS Modernization activities is depicted in Table 4. Using this
timetable, an initial operational capability for dual-frequency navigation, would occur in 2008,
which is based on a constellation of 18 properly placed satellites broadcasting C/A-code on
L2. Similarly, the L5 signal should be available on 18 GPS satellites by approximately 2012.
Reaching this service level will require the launch of 6 to 12 GPS III satellites. Operational
Control Segment improvements will be carried out in multiple stages from 2000 through 2008
in support of the evolution of GPS IIR, IIF, and Block III.

 SUMMARY

GPS is being modernized in order to further improve positioning, navigation, and timing
capabilities for both civil and military users. The first step in the modernization process, the
elimination of Selective Availability, will be followed by a series of steps that include:

e The near-term revision of the GPS SPS signal specification
o The addition of C/A-code to L2 and M-codes on both L1 and L2 beginning in 2003

e The addition of a third civil signal (L5) designed with aviation and other safety-of-life
users beginning in 2005

¢ Ground Control Network upgrades to improve operational robustness and system accuracy

¢ A GPS Block III program to add more power to the military M-code signals and to address
additional civil and military positioning, navigation, and timing requirements unmet by the
current program.

As shown in Figure 8, these actions will improve the stand-alone GPS horizontal accuracy for
all users from 100 meters to 6 meters or better. For non-dynamic or non-real-time scientific
and survey applications, centimeter-level accuracies should be achievable more quickly and cost
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effectively than is possible today through the existence of three frequency “wide lanes” (L1
- L5, L1 - L2, and L2 - L5) to resolve integer ambiguities in making precise carrier-phase
measurements. Most importantly, the existence of three spectrally separated civil frequencies,
when combined with improved signal design characteristics, will significantly reduce the chance
of unintentional interference to GPS services.

Table 4
GPS Modernization Schedule
Activity Implementation
Date
SA set to zero May 2000

GPS IIR Enhancements 2003 - 2006
- C/ACodeonl2
- M-codeonLl & L2

GPS IIF Enbancements 2005 -2010
- C/ACodeonl2
- M-codeonLl & L2
- L5

Stand-alone Horizontal
Accuracy, Meters 95%

Two+ coded ocs
Signals Improvements

GPS Il Enhancements 2010 - TBD
- C/ACodeonl2
~ M-codeonLl1 &L2
with greater power
- L5
- Future Capabilities
OCS Enhancements 2000 -2008

Figure 8

Improvements in GPS Accuracy

The spectral separation of civil and military GPS services through implementation of new
military signals is an additional improvement. It will provide operational benefits to all users
of GPS and will help to maintain the system’s dual role as a military force multiplier and as
a global information utility for peaceful civil use throughout the globe. The modernization of
GPS will be a challenging endeavor that will demand the full commitment and dedication of
the entire military and civil GPS communities, However, given the tremendous potential for
both civil and military benefits, it will be well worth the effort for future generations.
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Questions and Answers

MARC WEISS (NIST): Could you say something about the jam resistance for civilians in GPS
modernization?

MIKE SHAW: There are a number of factors that go into jam resistance, and I'm glad you
used the word “resistance” rather than “prevention.” But, as we look at the power increases,
on L5 as well as possibly on the other signals, that will certainly increase the jam resistance.
If you look at the improved bandwidth, if you will, on L5 as well as the code lengths and all
that, that will again make it more resistant to jam. And just by virtue of fact that you had
more than one signal certainly improves resistance to jamming or the unintentional interferer,
as we talked about.

Again, there is not a way, if you will, to prevent totally the ability for an intentional interferer
to interfere on any of these. What you've got to do is implement backup systems, whether it’s
through multiple signals coming through GPS; alternative technologies, in particular in the use
of safety of life; internal reference systems; or other ground radio systems. It’s a combination
of all that. Does that answer your question?

WEISS: It answers it. There’s a lot more I would like to know, but it is a good start.
SHAW: There’s a lot more we would all like to know.

THOMAS CLARK (NASA Goddard Space Flight Center): This is a slight follow-on on the
last question. You’re showing that in the GPS III constellation, that the M-code power will be
increased. That could very easily become a source of jamming for the civilian users, especially
if you turn up the M-code by 20 dB. Is that problem being considered in all of this new design
work?

SHAW: Absolutely. I mean, as we find out in this interesting dual-use system, there’s a balance
here. What is good for one often affects the other and visa versa. We clearly understand that
as we increase the power on the M-code, the desire is to increase that power in the theater of
operations. We would like to minimize, if you will, the impact on the rest of the world that’s
not in that theater of operations. The problem, of course, is that radio signals don’t necessarily,
in fact, rarely recognize borders, and so that is a problem with the implementation. Certainly
as we implement M-code, it complicates just by virtue of the fact they’re on the same signals,
or it’s the same frequency as the L1 and L2.

CLARK: Is it the civil or military community that is to be kept in balance?

SHAW: I think it will be a balance between both interests, and it’s my hope that we will make
the best decision in the nation. How’s that?

CLARK: Sounds like a political answer.
SHAW: But that’s the truth.

WILLIAM KLEPCZYNSKI (Innovative Solutions International): But Tom, there is no M-code
on LS, so that signal won’t be affected at all.

CLARK: But it affects both L1 and L2. We ultimately rely on L1 band, and L2 or L5 to do
the ionosphere corrections. Part of the reason I asked.

SHAW: I gave you a political answer, but I also think a very truthful answer. But I also say
that we know that that’s a very trying issue. Right now, the DoD has been very proactive
in including the civil community in their acquisition, if you will, of the modernized capability
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in the GPS III. I'm going to use a term that I don’t necessarily like to use; it’s called the
“acquisition program baseline,” which, if you will, is the report card by which we will judge
success on modernization in GPS III. One of those issues in there that we’re struggling with,
even as we speak today, is the term of backward capability. To ensure that as we bring on new
modernized capability, we don’t unduly, negatively impact the current capability that is there,
which is what the issue is that you talk about. But in the final analysis, the GPS is a dual-use
system that is fielded both for national security reasons as well as, I would say, our economic
security reasons. And we’ve got to achieve an equitable balance between those. We are aware,
very, very intimately, with the detail that you talked about.
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Abstract

The WAAS, EGNOS, and MSAS GPS Augmentation Systems bridge the gap between the military
applications of GPS and the needs of civil aviation navigation. These USA, Europe, and Asian
systems consist of a network of differential GPS ground stations, using principally the Inmarsat-3
geosynchronous satellite constellation as the means of relaying the differential corrections to the
users. In the process of providing precise navigation signals, GPS time is maintained through
the Inmarsat-3 downlinks. It is this functionality that provides for robust time retrieval for the
synchronization needs of the telecommunications community. This paper discusses:

o The basic makeup and performance of the system
¢ How time and frequency can be extracted for the telecom terminals

o Added functionality and noise rejection capabilities using these signals for telecom timing
applications

» How the system offers the first true backup to the GPS C/A signal for telecom synchronization
users.

THE BASIC MAKEUP AND PERFORMANCE OF THE
SYSTEM

First, let’s define the meaning of the terms used (Figure 1).

Figure 1 - Definitions

WAAS, EGNOS, and MSAS is a Differential GPS, Ground-
Based Augmentation System designed to fulfill the needs
of Civil Aviation Navigation

— WAAS - Wide Area Augmentation System (USA)

— EGNOS - European Geostationary Navigation
Qverlay System

— MSAS - Multifunctional Transport Satellite Space-
Based Augmentation System (Japan)
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The GPS program began in 1973 with the design of the Block-I satellites at what was then
Rockwell International, which won the contract award in 1974. Launches began in 1978 and
have continued since then to form a worldwide, 24-hour, three-dimensional military navigation,
positioning, and timing system. The civil community has from the beginning benefited from
the use of the GPS clear (or coarse) acquisition signal (C/A) for both navigation and timing
but only in an unofficial, uncertified manner as to navigation. The question might be asked,
why has it taken 22 years for the civil aviation community to embrace the GPS capability in an
official, certified manner for commercial aviation? The answer lies in the difference between
warfighting requirements and the safety requirements for commercial aviation, as shown in
Figures 2 and 3.

Figure 2 - Issues With GPS-SPS for Civil A viation

* With SPS, and in case SA is ON, accuracies are not good
enough to meet FAA’s Category 1, II, and Ill requirements

- Needs Differential Corrections (DGPS) and
elimination of SA (in case SA is activated)

- Needs improved Vertical Accuracy through use of added
Range Signals from overhead satellites

- Needs improved lonospheric Corrections

* With SPS, Signal Reliability is not good enough; Can be out

of limits without real-time user knowledge

- Needs to be forward looking enough to allow a safe abort
- Remote/Receiver Autonomous Integrity Monitoring (RAIM)
addresses this need

Figure 3 - FAA Navigation Requirements vs. GPS Performance

Parameter  |GPS with |GPS w/o FAA Requirements d
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Horizontal | 100m | 20m [16m |69m | 61m 7.6m
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Accuracy 300 m
(20) (99.99%)
Vet
Pe’.“.“[ 140m [30m |7.7m 2m 2m 7.6m
'osition
Accuracy
(20)
Time Accuracy | 34000 | 40ns  |N/A N/A N/A 25 ns
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20) (15)
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To accomplish the requirements of civil aviation navigation, a GPS augmentation system is
required to bring the performance and signal reliability in line with the needs. The chosen
method to accomplish this is the implementation of massive, worldwide ground-based differential
GPS network supported by geosynchronous satellites to transmit the correction signals to the
users. Differential GPS can be demonstrated by Figure 4.

Figure 4 - Local Area Differential GPS (DGPS) Concept

Broadcast Position
and Time )
T AXs Correction =
Expected Pseudoﬁange - Measured PseudoRange

Actual Position
and Time

/ 4Bs \‘?ﬁ: %
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- Known Location RF link) easurements

Reference Receiver

The GPS signals are measured by one or more ground reference stations that have been located
precisely through surveying methods. There will be a difference between the GPS signal versus
the known position of the ground station. This differential correction is then transmitted by
some means to the user. The accuracy of the correction is best when the user is over the ground
reference station, of course, but then degrades somewhat proportionally with the distance away
from the reference. Local area augmentation, referenced in Figure 4, often called LAAS, is to
differentiate between a specific local area and a wide area, country-wide system, called WAAS.

The North American portion of the world-network Wide Area Augmentation System (WAAS)
is shown in Figure 5.

The basic functionality of the world-network GPS augmentation system concept is shown in
Figure 6.

The data collected from the WRSs is fused at the WMS and sent to the GUSs for uplink. The
Inmarsat-3 or equivalent geosynchronous constellation acts as a “bent-pipe,” transponding the
correction signals from the 6.4 GHz C-Band uplink to the L1-C/A GPS look-alike downlink
signal. The signals do not originate in the Inmarsats, but come from the GUSs. The genius of
the WAAS system is the GPS “look-alike” signals from the geosync satellites, which are received
by the GPS receivers at the same signal strength and with the same antenna. This eliminates an
otherwise separate and complex worldwide RF infrastructure that would be needed to transmit
corrections to the users. There is a catch, however. Although the same GPS receiver can
receive and process the RF portion of the Inmarsat signal as if it were a GPS satellite, it
cannot process the data portion of the signal because of the data rate difference: GPS 50 bps
and WAAS 250 bps.
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Figure 5 - WAAS Network*
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Figure 6 - Wide Area Augmentation System Concept
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The “times 5” data rate is needed to handle the added differential corrections, along with an
approximate 6-second refresh rate versus the 30 seconds for GPS. As a minimum, then, the
GPS receiver requires an updated software set, including among other things, recognition of
the new WAAS signals (satellite numbers 100 and up, versus the GPS SV 01 to 40) and the
250 bps data processing.

The WAAS System downlink is a culmination of formidable parameters that augment the
existing GPS System to meet the civil aviation navigation challenges. Figure 7 lists these
parameters.
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Figure 7 - WAAS Downlink

e L1-C/A GPS 'Look-Alike' signal from each GEO-Satellite with no SA
(same signal strength as GPS satellites)

¢ DGPS Vector Corrections for each GPS Satellite

¢ Added Pseudo Range Signals via each GEO-Satellite

* Receiver Autonomous Integrity Monitor (RAIM) in Airborne WAAS
receivers (a “Use/Don't Use” Flag)

¢ |mproved lonospheric Correction Model

e 250 bps data rate rather than the GPS 50 bps
- Needed to transmit DGPS correction data for each GPS Sat
- More frequent update - every 5 to 6 Sec. for DGPS and RAIM
- Time to “Not-Use” alarm < 5.2 sec.

The Receiver Autonomous Integrity Monitor (RAIM) shown in Figure 7 is a very important
part of making WAAS navigation useful for civil aviation. It provides the reliability function
to give the signal integrity. In other words, the standard GPS navigation solution may be
unreliable at times, unknown by the user in real time. RAIM considers a host of navigation
data from GPS and WAAS and predicts for the next 5 to 6 seconds that the signal is correct. If
the forward-looking calculations show an upcoming (estimated) out-of-spec conditions, the user
has a 5 to 6 second warning before a “Not-Use” flag appears. This time is deemed sufficient
to abort a critical operation, such as a landing or other critical flight phases.

The signal data structure of WAAS is referenced in Figures 8 and 9. The format of the WAAS
signal is actually 500 bps, from which the usable 250 bps is formulated. There are a host of
reasons for this, among which is jamming considerations. It may be prudent that the WAAS
signal goes down before the GPS C/A signal becomes unusable in friendly military jamming
scenarios.

Figure 8 - WAAS Block Format*

* From 'WAAS Briefing', Michel Gonthiar, CMC/BA
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Figure 9 - WAAS Message Type

Type Contents

0 Don'’t use this GEO for anything (for WAAS testing
1 PRN Mask assignments, set up to 51 of 210 bits :

2.5 Fast corrections

6 Integrity information

i UDRE Degradation factor

8 Estimated RMS Error message

9 GEO navigation message (X, Y, Z, time, etc.)

10-11 Reserved for future messages
12 WAAS Network Time/UTC offset parameters
13-16 Reserved for future messages

17 GEO almanacs message
18 I heric int masks
Reserved for future messages

Long term satellite error corrections
Tonospheric delay corrections

Reserved (WAAS Service Message)
28-61 Reserved for future messages
62 Reserved (Internal Test Message)

Null Message

19-23

24 Mixed fast corrections/long term satellite error corrections
25

26

27

The Inmarsat-3 constellation is geosync and covers the earth. By this means, WAAS, EGNOS,
and MSAS are linked to form a worldwide, 24-hour civil aviation navigation system that will
eventually replace the existing and aging navigation aids. Since the satellite ground traces have
significant coverage overlap, a robust redundancy is provided. The ground stations in each
geographic area provide the navigation corrections to the user via the associated Inmarsat. The
aircraft GPS/WAAS receiver extracts the applicable correction data which applies to the ground

stations closest to its flight path.
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With existing information WAAS officially began September 2000 with 2 to 5 Inmarsat-3 GEOS.
A second C/A will be added to some GPS Sats (BLK IIR/F) at 1176.45 MHz (below GPS L2 of
1227.6 MHz) for direct Ionospheric Correction Solution in the year 2005(?). EGNOS officially
begins in the year 2002. EGNOS uses two Inmarsat-3s and one Artemis GEOS (controlled by
EU + ESA). There are 44 stations in Europe, Africa, and Venezuela. MSAS is expected to
begin in the year 2003 (controlled by Japan). There are six stations in Japan, Australia, and
Hawaii. Interoperability between WAAS, EGNOS, and MSAS is expected in the years 2002 to
2003.

HOW TIME AND FREQUENCY CAN BE EXTRACTED FOR
THE TELECOM TERMINALS

So What’s New for Timing/Sync? The WAAS/EGNOS/MSAS capability is designed for
large/high-end airborne GPS receivers for civil aviation navigation ($5K to 10K?). There
are no thoughts given to other users. Making the typical low cost $100), small telecom GPS
timing receiver capable of receiving and processing WAAS will be new. Some of the advantages
are a more accurate timing signal, greater robustness in noisy environments using low-cost
commercial DBS dish antennas, and an alternate timing signal in case of GPS C/A loss. Refer
to Figure 11 for more details.

Figure 11 - Advantages for Timing/Sync

A more accurate UTC - Due to the D-GPS corrections

Timing Signal - If SA is ON, itis removed from C/A

(<100 ns GPS vs. <25 nsfor | . Added Ranging Signals with the WAAS/EGNOS/MSAS
WAAS/EGNOS/MSAS) Geo-Stationary Satellites

A more robust timing signal | - Contrary to GPS, WAAS/EGNOS/MSAS Geo-stationary Inmarsats

in noisy environments allow the use of a fixed DBS dish aimed at the satellite

- This can reduce ambient noise, multi-path, intentional and
unintentional jamming

- A 2 ft. DBS can achieve upwards of 18 dB of added noise
rejection (Pat Fenton - NovAtel)

- WAAS/EGNOS/MSAS Systems generate their own L1-C/A GPS

An alternate UTC Timing “ook-alike” sianal

Signal to GPS L1-C/A ook-alike ' signals _

(A WAAS/EGNOS/MSAS - :Jlgl;lrg( Station Clocks are referenced to UTC via Ground-Link to
“only” mode)

- If position is known through GPS or other surveying means, a
single WAAS/EGNOS/MSAS Inmarsat Satellite signal can
maintain Network Sync, independent of GPS L1-C/A

ADDED FUNCTIONALITY AND NOISE REJECTION CAPA-
BILITIES USING THESE SIGNALS FOR TELECOM TIMING
APPLICATIONS

There are some additional benefits using the WAAS signal for telecom. First, it provides two to
three more range signals from the geosync Inmarsats, which improves the timing accuracy by at
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least a factor of 2 to 3. With SA turned off, the improvement is not as dramatic as it was earlier
when SA was still active. Second, and more significant, is the ability to reduce ambient noise,
multipath, and intentional and unintentional jamming. This can be accomplished through the
use of commercially available low-cost Direct Broadcast Satellite dishes (DBS). Unlike GPS,
the Inmarsats are stationary and, therefore, allow for the pointing of a DBS antenna toward the
Inmarsats. Due to the higher gain nature of a dish antenna, telecom terminals can be made
more robust in high noise areas or in areas where significant GPS signal obstruction occurs,
such as high-rise downtown buildings, etc. Figures 12, 13, and 14 show antenna options.

Figure 12 shows the standard GPS antenna used with a WAAS-capable receiver. As stated
earlier, since the Inmarsat signal is a GPS “look-alike,” the antenna of course receives both.
Since it sees all available GPS satellites, the terminal locates itself and then corrects the timing
to the WAAS-capable levels.

Figure 12 - Antenna Options,
GPS Antenna Only

Inmarsat-3
GPS Ant. I Satellites (2 to 5)
only %

GPS
* Added Range Signals Satellites

(20 to 25)
+ Back-up for GPS generated C/A

Figure 13 shows a combination of both standard GPS antenna and a DBS dish. The Figure 12
mentioned capabilities apply, in addition to significantly higher noise rejection from the dish.
This means that the terminal is not likely to go down due to extreme permanent or temporary
electromagnetic conditions. The potential problem with this configuration, however, is the 2 to
3 dB loss from an RF splitter between the GPS antenna and the dish. This can be mitigated,
however, by various means in addition to multiplexing the antenna’s signals.

Figure 14 shows a DBS Dish only. This configuration may not always be self-erecting. In
other words, it may not be able to position itself due to lack of GPS satellites in view of the
directional dish. If the position is known and programmed in, the DBS can completely support
the timing requirement without any further need to see GPS satellites. This confirmation also
eliminates the need for a RF splitter.

Figure 15 provides a summary of setup and performance requirements versus antenna options.

HOW THE SYSTEM OFFERS THE FIRST TRUE BACKUP
TO THE GPS C/A SIGNAL FOR TELECOM SYNCHRONIZA-
TION USERS

In retrospect, the telecom sync community has done a terrific job selling GPS as the main
synchronization tool worldwide in light of the fact that it is military system. The question,
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Figure 13 - Antenna Options,
GPS and DBS Dish Antennas

Inmarsat-3
Satellites (2 to 5)

P2

GPS Ant. & GPS
2 ft. DBS & (Sze::;(t::)[ltzess
Dish )
* Added Range Signals

¢ Back-up for GPS generated C/A
* Added Noise Rejection

Figure 14 - Antenna Options,
DBS Dish Only

Inmarsat-3
Satellites (2 to 5)

* Only Inmarsat Range Signals
* Back-up for GPS generated C/A %

* Added Noise Rejection GPS
¢ May receive enough GPS éagillitzess;
(o]

signals to position

terminal
N\ 2 ft. DBS

Dish

especially from foreign customers, is continually raised, “What if the military significantly
degrades or even turns off the clear, civil C/A signal?” Since the U.S. government could do
this without notice, the question has been addressed by the use of flywheel precision oscillators
which can carry the network for some time. Cost-cutting service providers demand no more
than 1 day of flywheel without a GPS C/A signal. More responsible providers demand a week
or more, requiring more expensive atomic oscillators. In any event, neither option could handle
a protracted military event. But this is where the most significant advantage for telecom comes
in, the unintentional WAAS backup to the GPS C/A signal for timing.
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Figure 15 -GPS/WAAS Receiver System Configurations

Parameters

Standard GPS
RCVR,

L1, C/A-Code (SPS)
Reception

Standard GPS

RCVR,

L1, C/A-Code (SPS), + WAAS
Reception

Standard GPS RCVR,
L1, C/A-Code (SPS),
Receiving only

WAAS Signal;

(1 to 5 Inmarsats)

Self-Erect
GPS System
(from Cold Start)

Needs minimum of (4)
GPS Sats in view
for position location

Needs minimum of (4) GPS Sats
in view or (3) GPS Sats and (1)
WAAS Signal

Cannot determine
position on its own

Needs at least 15 min.
to filter SA, if ON

Needs only seconds to meet
Time Spec (WAAS hasno SA)

N/A

Manual Erect

with surveyed
position accuracy of
10 m or better

Needs only (1) GPS
Sat; Time Spec
depends on

Fly-Wheel Osc.

Needs Only (1) GPS Sator (1)
W AAS Signal Not both. Time
Spec determined by WAAS
and Fly-Wheel Osc.

Meets WAAS Time
Spec w/o GPS signals

Needs only seconds to
meet Time Specs

Needs only seconds
to meet Time Specs

Needs only seconds to
meet Time Specs.

Antenna Options

- (1) Standard GPS
Antenna

- (1) Standard GPS Antenna
(Omni-Dir, receives both GPS
and WAAS) or

- (1) Standard GPS Ant. on a
DBS type com’l Antenna.
Dish for high performance
W AAS reception

DBS Dish for High
Performance
Reception

(reduction of ambient
noise, mutipath, and
intentional and un-
intentional jamming.)

Timing Accuracy

50 to 100 ns

~25ns, 95%; 12 ns 1

~25mns,95%; 12ns 1o

No C/A or a significant degradation of C/A will bring down the civil community navigation.
Inmarsats are only transponders for correction data and cannot be used for navigation. In this
event however, a “don’t-use” flag must be transmitted by WAAS, telling the community not to
use the signal. This “don’t-use” signal comes from the ground station system which creates the
L1-C/A look-alike signal relayed to the users via Inmarsat. This C/A signal is generated from
the C-band uplink, transponded to L1 by the Inmarsats. In addition, this C/A is synchronized
to USNO, the same agency which time-syncs all the GPS satellites. In this respect, the telecom
terminals will remain on line when the GPS C/A is severely degraded by SA or even denied.
Since this capability is inherent in EGNOS and MSAS as well, the backup to C/A can be
realized worldwide. See Figure 16 for an illustration of this significant feature.

Figure 16 - The Independent L1-C/A Signal from WAAS/EGNOS/MSAS

GPS’s
GPS Generated GUS Generated \
L1-C/A’s 50 bps L1-C/A’s C-Band
250 bps Uplink

\ .

WRS’s Iﬂ

(3) Cesium Std’s/WRS I

C-Band C/A
from Uplink
Station

GUS’s




Figures 17 and 18 portray potential military scenarios and the operation of the GPS and WAAS
systems in light of these threats. Particular emphasis should be noted in the far right column,
where a telecom terminal is equipped with a WAAS capable GPS timing receiver.

Figure 17 - GPS Signals vs. WAAS Signals Availability

Navigation Users T/F Users
Conditions GPS SPS GPS PPS
(CIVIL) (MIL)

Normal GPS C/A, No SA P(Y) C/A wlo SA, even
Service if SAis On,
Under Standard | (Nav. Solution DGPS Corrections

Conditions <10 m, .
Time Error (Nav. Solution
~100 nanosecs) <7.6m)
Foreign No GPS C/A Normal PPS No WAAS/
Tactical P(Y) Continues EGNOS/MSAS
Conflict (SPS Goes C/A in local
Down in Local | (Need Direct P(Y) Jammed area
(USA Jams Jammed Area ) Acquisition
GPS C/A in Receivers for (Civil Navigation
Local Battlefield Cold-Start in goes down in
Area) Jammed area) the local area
only)

Figure 18 - GPS Signals vs. WAAS Signals Availability

Navigation Users T/F Users
Conditions GPS SPS GPS PPS
(CIVIL) (MIL)
Broader C/A with sever Normal PPS C/A wlo SA
Foreign SA P(Y) Continues | from Inmarsat, but
Conflict (Nav. Solution DGPS Corrections
1000 m?? Increased SA may be out of
(Satellite SA is Time Error does not 7.6 m Spec
On and cranked >1 sec ??) materially (M‘géﬁg grg“;:‘; by
High) affect P(Y) k(1)
Strategic No GPS C/A Normal GPS/WAAS/EGNOS/
Conflict PPS P(Y) MSAS Civil Aviation
(SPS Goes Continues Navigation goes
(C/A is Down down Worldwide.
Unavailable Worldwice) | (Need Direct P(Y)
from Satellite, Acquisition (GUS generated C/A
unthinkable Receivers for continues to
scenario, but Cold-Start) transmit “Don’t
possible) Use” message)

Note (1): USA may ask EGNOS/MSAS to be turned off because it filters out some of the SA
Note (2): With no GPS C/A, all civil navigation is down. No need to shut down WAAS, EGNOS & MSAS; signals cannot be used for navigation.
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CONCLUSION

The WAAS, EGNOS, and MSAS system is a significant step forward in expanding the use
of the military GPS system to a reliable, certified civil navigation system. It brings a very
robust 3¢ military capability to a 60 and beyond civil system. In the process, the telecom
synchronization community is an unintentional beneficiary when the low cost time receivers
are made WAAS-capable. But more than the improved accuracy in timing for this community
is the proposed C/A backup, a fallout certainly not contemplated by the very capable WAAS

systems designers-we thank you.

ACRONYMS
WAAS  Wide Area Augmentation System (USA)
EGNOS European Geostationary Navigation Overlay System
MSAS Multifunctional Transport Satellite Space-Based Augmentation System (Japan)
GPS Global Positioning System
C/A Clear (or Coarse) Acquisition Signal
P(y) Precision Code When Crypto Keyed
SPS Standard Positioning Service
PPS Precise Positioning Service
SA Selective Availability
DGPS Differential GPS ’
Inmarsat International Maritime Satellite
WRS Wide Area Reference Station
WwuUsS Wide Area Master Station
GUS Ground Uplink Station
USNO  United States Naval Observatory
RAIM Receiver (Remote) Antonymous Integrity Monitor
DBS Direct Broadcast Satellite .
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Questions and Answers

THOMAS CLARK (NASA Goddard Space Flight Center): Well, I'll play devil’s advocate and
ask another unpopular question, Hugo. There’s one jamming scenario you didn’t cover, and
that is the fact that the Inmarsat satellites are functioning as a bent-pipe repeater with a 6.4
gigahertz uplink standard C-band satellite uplink. We have had the experience with C-band
uplinks when Captain Midnight jammed the TV and was able to somehow generate a signal
on the right frequency and jam things.

It would seem to me that probably the greatest vulnerability that this type of WAAS system
faces comes at two different levels. One is that you generate enough uplink signals that spoof
the WAAS signal, giving you invalid corrections, but still legal WAAS readings. The data
become invalid.

The second is that you crank up the power even a bit more. In which case the bent-pipe
transponder that is sitting there in geostationary orbit now has enough signal to actually capture
many of the GPS downlinks. This is because of the limited dynamic range that you end up
with in this type of spread-spectrum situation. So to me, it looks like the most vulnerable part
of this, not by U.S. Government jamming, which was the scenario that you talked about, but
malicious jamming, whether from a terrorist or a hacker, lies with 6.4 gigahertz uplink.

HUGO FRUEHAUF: Okay, very good points. Remember, though, that Johns Hopkins did a
very detailed study on the susceptibility of the WAAS system as a whole to both smart and
dumb jammers, and apparently the risk is acceptable. But, of course, your scenario certainly
can play out.

CLARK: Yes, the Johns Hopkins study was basically a “trust me” type of study of the Inmarsat
satellites; it was virtually impossible for someone on the ground to generate those powers. But
that’s where I find fault in this, that I could easily generate a signal that is stronger than the
normal Inmarsat uplink that’s carrying these things, in which case I can grab the link.

WILLIAM KLEPCZYNSKI (Innovative Solutions International): That’s true, Tom. But there
are some things within the architecture of the system which try to prevent that. There are two
uplink stations to each of the geos, one on the East Coast, one on the West Coast. So there
would have to be a simultaneous coordinated effort to simultaneously jam both uplink signals
on the East and West Coast. In addition, the EGNOS signal is also being received in the US,
too, as a supplement. They also have, within Europe, two uplink stations to the AOR Edast.
They would have to simultaneously do that.

So yes, there are possibilities of doing that, but it might be a little difficult. The other aspect of
it is that right now the Inmarsat satellites are being used, but that architecture won’t necessarily
be there in the future. The only thing that probably will stay the same is that the downlink
frequency will be L1. However, the architecture might change. The uplinks and the satellites
being used will probably also change in the future. At some point in time, the system will
evolve and change. ‘

But yes, for now, for the test, there is that possibility, but I think it’s very small. It would have
to really be a coordinated effort to do that.
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Abstract

In Global Navigation Satellite Systems (GNSS), the on-board time has to be modeled and predicted
in order to broadcast the time parameters to final users. As a consequence, the time prediction
performance of the on-board clocks has to be characterized.

In order to estimate the time uncertainty of the on-board oscillator, a linear or parabolic fit
is performed over the sequence of observed time difference and extrapolated during the prediction
period. In 1998 the Centre National d’Etudes Spatiales (CNES) proposed specifications of orbit
determination and time synchronization for GNSS-2. The needs of synchronization were specified
as the maximum error of the time difference prediction from the extrapolated fit.

Using our work about the estimation of uncertainties in time error extrapolation, we have
translated these time domain specifications into a noise level limit or an Allan deviation limit. Of
course, these limits depend on the main type of noise for integration time of about 1 day and on the
type of adjustmeit which is performed (linear for cesium clocks and quadratic for other oscillators).

A table suminarizing these limits is presented. These values are compared to experimental results
obtained with different types of oscillators (quartz, rubidium, and cesium).

INTRODUCTION

In Global Navigation Satellite Systems, the on-board time has to be 'modeled and
predicted in order to broadcast the time parameters to final users. As a consequence,
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the time prediction performance of the on-board clocks has to be characterized.

In order to estimate the time uncertainty of the on-board oscillator, a linear or parabolic
fit is performed over the sequence of observed time difference and extrapolated during
the prediction period, i. e. when the satellite is out of visibility. In 1998, CNES pro-
posed specifications of orbit determination and time synchronization for GNSS-2. The
needs of synchronization were specified as the maximum error of the time difference
prediction from the extrapolated fit.

The question is then: how is this maximum error related to the noise levels of the
clock? Despite several papers deal with this question [1, 2, 3, 4, 5], a new approach
was chosen here because we are not only interested in the asymptotic trend of this
maximum deviation, but also in its evolution close to the interpolated sequence.

In this paper, we will call Time Interval Error (TIE) the differences between the ex-
trapolated parabola and the real time deviation z(t). By definition, the TIE samples
are then the residuals to this parabola. However, in the following, we will limit the
use of the word “residuals” to the differences between the interpolated parabola and
the real time deviation z(t).

The TIE is due to two effects: the error of determination of the parabolic parameters
and the error due the noise of the clock. Obviously, both of these errors may be
positive or negative, and the ensemble average of the TIE is equal to zero. Moreover,
it can be easily shown that the statistics of the TIE is Gaussian. Consequently, we only
have to estimate the variance of the TIE in order to completely define its statistical
characteristics.

Moreover, the removal of a quadratic fit from the time deviation sequence cancels out
the non-stationarity problem of very low frequency noises [6, 7], and the variance of
the TIE (i.e. the “true variance”) converges for all types of noise without considering
a hypothetic low cut-off frequency.

In order to determine an estimation of the TIE, we will already redefine the interpo-
lation method. Then, we will compare the equations giving the theoretical estimates
of the variance of the TIE to simulations and to real data.

ASSESSMENT PRINCIPLE OF THE INTERPOLATION AND
EXTRAPOLATION ERRORS |
Interpolating Functions }

Rather than performing a classical linear or quadratic fit, we used the Tchebytchev
polynomials [8, 7]:
2(t) = Po®o(t) + PL@1(t) + Pa®2(t) +e(t). (1)

where e(t) is the noise, i.e. the purely random behavior of z(t), {®(t), ®1(t), ®2(t)} are the
first 3 Tchebytchev polynomials and the parameters {P, P;, P»} have the same dimension
as z(t), i.e. time.: -



Estimation of the Residuals
The variance of the residuals ¢? may be estimated by [8, 7]:

1

Correlation of the Samples }

Obviously, the long-term behavior of the TIE depends greatly on the type of noise.
The autocorrelation function R,(t) of the z(¢) data contains the information about this
type of noise. The power spectral density (PSD) S,(f) is the Fourier Transform of the
autocorrelation function R.(t).

Taking into account f;, the low cut-off frequency and f;, the high cut-off frequency,
the autocorrelation function may be written [7]:

Fn
Ryt —t;) = } Sz (f) cos [2nf(t; — ;)] df. (3)

We will use the power law model of S, (f):

Self) = Y kaf®. (4)

a=-—4

Calculation Method of the TIE

By hypothesis, wé consider that the TIE is the difference between the true time devi-
ation z(t) at time t, and the extrapolation of the parabola (previously estimated from
to to ty—1) up to this time ¢ > ty_1:

TIE(t) = x(t) — Po®o(t) — B1®:1(t) — Pa®s(t) and £ > tn_y. (5)
Thus, the quadratic ensemble average of TIE may be estimated by:
(TIEXE) = (o) +{B2) @3y + (£2) o3(t) + (£3) 23(1)
2 [(2@)Bo) ®o(t) + (2P ) @1(0) + (2()2) @,(0)]
+2 [<ﬁ0ﬁ1> Bo(t)01(1) + ( Poly) @o(t)0a(t) + GIALAOLAOT (6)
Consequently, for each type of noise, we have to know:
o (z%(t)) = R.(t), the autocorrelation function of x(t) ;
e the 3 variances <1522> =0p ;

e the 3 covariances <15113]> = Cov(P;, P;j): actually, only <}50152> +0;

e the 3 covariances <m(t)]5}> = Cov (x(t), P;).
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THEORETICAL RESULTS

Only the final results are given here, but the calculation details are available upon.
request to the authors.

In the following, T, designates the measurement time, i. e. the duration of the

interpolated sequence:
Tm = NTo. (7)

and 7, is the prediction time whose origin is the beginning of the extrapolated sequence
(and the end of the interpolated sequence).

Case of a Quadratic Interpolation

Variance of the residuals

From (2) we got the following results versus 7, = N:

e White FM : Sx2k T
T"K—_21im

o2 (Tm) 0 T (5
e Flicker FM: 2 g2
™ - 1

0% (Tm) m —5 ©)
e Random walk FM: s 78
™ - m

ol (Tn) ~ ~ 515 (10)

All the above equations were obtained under the assumption N > 1, 1. e. T,,, > 7.

Estimation of the TIE using the noise levels

The theoretical calculation of (6) yields the following variances versus the measurement
time T,, and the prediction time T,:

e White FM:
(TIE*(Tm, Tp)) =~ @’;;;ﬁ (50% + 100% + 69% + 19% + 1) . (11)
o Flicker FM:
(TIE* (T, Tp)) = ’-’i’%@ 192%— + 576% + 6925% + 424%;: + 136%;— + 20%’—1— +1
+96%In (%%) (2%+7%+9%+5%+1)]. (12)
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¢ Random walk FM:

4 3 T4 T3 T2 T
(TIE* (T, Tp)) ~ 21%*?& (450-,_];’;— + 69075 + 3035 + 427 + 2) . (13)
m m m m s

All the above equations were obtained under the assumption N > 1. Thus, under this
assumption, the dependence versus N cancels out: the variance of the residuals only
depends on the length of the interpolated sequence T,,, and the variance of the TIE
only depends on the ratio %‘5, whatever the number of samples N is.

Case of a Linear Interpolation

Cesium clocks are not affected by a quadratic drift. If such clocks are used, we may
limit the fit to a linear interpolation. In this case, for long term, the main contribution
to the TIE will be due to the error on the parameter P, and then will be lower than
for a quadratic interpolation. It is then strongly recommended to extrapolate the time
deviation of a cesium clock from a linear fit. On the other hand, the variance of the
residuals will be higher because a quadratic adjustment remains closer to the time
data than a linear one.

Variance of the residuals

e White FM: o T
o} (T) ~ LmF-2lm (14)
15
e Flicker FM: -
02 (T o T (15)
e Random walk FM!: ortp_ 73
2T ) S B4 1
o2 (T) 0 2 (16)
All the above equations were obtained under the assumption N > 1, 1. e. T,, >> 7.
Estimation of the TIE using the noise levels
e White FM:
47%k_oT, T? T,
2 o L B2im g g
(TIE*(Tm, Tp)) w5 R <9T% +9Tm + 1) : (17)
¢ Flicker FM:
2 2 4 3 2
2 o PhaTn 0T 0T 00Ty o T
(TIE*(Tm, Ty)) =~ 3 12:% +24T% +20T,% +87-+1

!The random walk FM is treated here for homogeneity, but a cesium clock is never affected by this type of noise.
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L\ (¢ o
+21n <1+ Tm) (67% 6741

T T T? R
+2—”—1n( P ) 6-—+15 +8 18
Ton + T, T2 (18)
e Random walk FM!:
2 8ntk_sT3 I,_.?_ T_,,Z T,
(TIE?(Tm, Tp)) ~ —0 35T3 +397 +11T +1 (19)

All the above equations were obtained under the assumption N > 1, i.e. T,, >> 7.

Estimation of the TIE Using the Variance of the Residuals

The relationships (11) to (13) and (17) to (19) needs an explicit knowledge of the noise
levels k,. However, for very-long-term interpolation (several days), we may be sure of
the dominant type of noise: the flicker FM for a cesium clock or the random walk FM
for a quartz oscillator.

Thus, the variance of the TIE may be directly estimated from the variance of the
residuals.

As an example, the variance of the TIE for a random walk FM and a quadratic fit
may be rewritten from (13) and (10):

4 3 2

’ T
(TTE(Tyy, Tp) ) & 207 (450 +690 % 5+ 3032 Tz + 42% + 2) . (20)
m

However, such a method is less precise than the use of a correct estimation of the noise
levels. This is due to the statistics of the estimate of the variance of the residuals (see
section “CONFIDENCE INTERVALS”).

Relationships With the Time Variance

The Time Variance (TVAR), and its square root, the Time Deviation (TDEV), are
commonly used for time analysis [9]. Table 1 gives the relationships between the
variance of the residuals ¢2 and TVAR(r) for an integration time 7 =T, = Nr. It is
interesting to notice that, for a given type of noise, the ratio ¢2/TVAR(r) is constant.

EXPERIMENTAL VALIDATION

Monte-Carlo Simulations

In order to verify the equations (11) to (13) and (17) to (19), we simulated time
deviation sequences of different types of noise (white FM, flicker FM, and random walk
FM) and we used quadratic and linear fits. For each type of noise, 10,000 realizations
were calculated with

e the same noise level: k_y = 1.4.10"%, k_3 =33-10% or k_4 = 5.0-10"*?s~! for the
quadratic fit, ks =3.5-1073s, k_3=4.8-10"7 or k., =3.3.10" s~ ! for the linear fit,
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S=(/) kEZf_2 ) koof ) k%éf_‘l 3
TVAR(r) mk_or | w?[27In(3) — 32In(2)]k_sr” | 1l7%k_4uT
3 6 15
Quadratic interpolation
2 3nlk_or nlk_gr? wtk_y78
7e 35 24 315
o’ 9 1 _1_~
TVAR(r) 35 4[271n(3) — 321n(2)] 231
_—e',— . -1 .
TOEV(T) 0.51 0.18 0.066
Linear interpolation
2 2m2k_qr nlk_z7? Brtk_y7
Te 15 9 315
oe 2 2 2
TVAR(7) 5 3[27In(3) ~ 321n(2)] 7
Oe
TDEV(7) 0.63 0.30 0.16

Table 1: Comparison between the Time Variance TVAR(7) and the variance of the residuals o2 for different
types of noise and for quadratic and linear interpolation.

¢ the same number of data: 65,536,
e the same number of data taken into account for the fit: N = 8640,

¢ the same time of estimation of the TIE: i’ﬂl equals to {8640, 9900, 11350, 13000,
14900, 17000, 19500, 22400, 25700, 29400, 33700, 38600, 44300 50700, 58100, 65535} .

The noise levels were chosen for getting a variance of the residuals equal to 1.

Figure 1 shows the curves corresponding to the square root of equations (11) to (13)
and (17) to (19)compared to the standard deviation estimated from the 10,000 simu-
lations. The simulations exhibit a quite good agreement with the theoretical curves.

The asymptotic behaviors are reached at the end of the log-log graphs. The benefits
of the linear interpolation are obvious.

Real Clocks (Quartz USO and Atomic Clocks)

Figure 2 compares the long-term behavior of a real ultra-stable quartz oscillator (de-
noted “quartz 1”7 in table 2) to the bounds given by the estimated standard deviation
of the TIE (the square root of Equations (11) to (13)).

The data from the oscillator are time deviations sampled with a sampling period m = 10
s, obtained at CNES Toulouse (France) with their own reference clocks (Cs HP 5071A
option 001 and H-maser EF0OS-16).

Allan variance revealed that 2 types of noise must be taken into account: white FM
(ho = 10722 s, i.e. k_p = 2,5-107%* s) and random walk FM (h_; = 1,5-107% s71, je.
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ClOCk 0‘y(24h) h_z h_l ho Oe 2 oTIE OTIE OTIE
exp. | theo. | exp. theo. theo.

(from h,) | (from o)
(s71) (s) (ns) | (ns) | (ns) (ns) (ns)
Quartz 1 | 1.8.1071° 0 221072 [75.1073 ] 1.4 1.4 7.1 6.2 6.6
Quartz 2 | 2.9-107'2 | 1.4.1072° | 1.6-10"%° 0 9.6 | 9.2 |56.5 52.0 56.0
Quartz 3 | 3.0-107'? | 1.4.107%° | 6.4-10"%° 0 10.2 | 11.0 | 55.7 59.0 59.5
Rb 1 2.7-10713 [ 1.2.1073! 0 5.3-10722 | 1.2 1.3 6.2 5.7 7.1
Cs 1 9.2-10714 0 0 1.5-10721 | 1.7 1.6 5.5 5.5 5.6
Cs 2 3.0-1071 0 2.1-1072% 1 1.1-10722 | 0.6 0.5 1.9 1.6 3.0

Table 2: Comparison between measured and estimated values of o, and oprg for several clocks with a
quadratic interpolation.

Clock O'y(24h) h_1 ho O Oe¢ OTIE OTIE OTIE
exp. | theo. | exp. theo. theo.

(from 24) | (from o)
(s) (ns) | (ns) | (ns) (ns) (ns)
Cs1 [92-1071 0 1.5-107%2 [ 2.0 2.1 4.1 4.6 4.5
Cs2 |3.0-107%*|21-10"2® | 1.1-10"22| 0.8 | 0.6 | 1.5 1.4 1.8

Table 3: Comparison between measured and estimated values of 0. and o7 for two cesium clocks with a
linear interpolation.

k_4y = 4-1073 s~!). Thus, the bounds of Figures 2 were obtained by using the square
root of the sum of (11) and (13). This fit was performed over a 24-hour: sequence, but
the interpolated sequence was shifted along the 90-hour data sequence. At each step
(1o =10s) of this shift, the fit was extrapolated over 3.5 hours. The TIE measured at
this instant (7, =3.5 hours) was plotted (solid line) and the interpolated sequence was
shifted again.

The TIE bounds of the left figure (dashed lines) were estimated from the noise levels
as inFigure 2. In the right figure, the TIE bounds were estimated from the variance of
the residuals, which was calculated at each step of the shift. In this case, we assumed
that the random walk FM was dominant and we used the square root of (20).

The experimental TIE curves remain generally in the theoretical bounds. The few
moments where the TIE is outside the bounds is fully compatible with the statistics
of TIE (see next section).

Table 2 shows experimental results obtained with several clocks and a quadratic in-
terpolation. The noise levels were estimated from Allan variance measurements. This
table compares “o. exp.,) the standard deviation of the residuals, with “o. theo.]
the estimate of ¢, obtained from the square root of (8), (9), (10) and the noise level
coefficients.

This table compares also “or;g exp.’  the measured error between the parabola ex-
trapolated over 3.5 hours and the real<time deviation of the clock at this instant, with
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“orig theo. (from k,)” estimated from the square root of (11), (12), (13), and with
“orrg theo. (from c.)” estimated from the square root of the expression using the
variance of the residuals such as (20). -

Table 3 shows the same type of results but limited to the cesium clocks and with a
linear interpolation.

Here also, the agreement between measurements and estimates is quite good.

On the other hand, Table 2 and 3 confirm that the standard deviation of the residuals
is higher for a linear interpolation than for a quadratic one, whereas it is the opposite
for the standard deviation of the TIE.

CONFIDENCE INTERVALS FOR THE INTERPOLATION AND
EXTRAPOLATION ERRORS

Figure 2 shows that the real TIE may be outside the bounds of the estimated &r;z.
Thus, it is important to know the probability for the real TIE to be inside or out-
side these bounds. Moreover, it may be useful to improve the TIE bounds by using
confidence intervals. This may be achieved by studying the statistics of the TIE.

We want to obtain a coefficient cg ensuring the following confidence interval:
—cg - &r1p < TIE(Tn, Tp) < +cg - é1iE with 8% of confidence. (21)

By definition, c¢g follows a Student distribution with v degrees of freedom [10]. Con-
sequently, for building the confidence interval (21), we have to use the Student coefhi-
cients for ¢5. These coeflicients are given in tables [10].

However, it is then necessary to know the number of degrees of freedom of the Stu-
dent distribution, or, and this is equivalent, the number of degrees of freedom of the
x* distribution followed by (TIE*(Tw,Tp)). Obviously, this number depends on how

<TIE2(Tm,Tp)) is estimated, i. e. from the variance of the residuals or from the noise
levels k..

Estimation From the Variance of the Residuals

Equation (20) shows that (TIE*(Tn,Tp)) is the product of a random variable §2 by a
constant number. Thus, the distribution of (TIE*(Ty, Tp)) is the same as the distribution
of 4%, i. e. a x? distribution.

From Monte-Carlo simulations, we observed that the degrees of freedom of the distri-
bution of 42 only depend on the type of noise but, curiously, neither on the number of
data N, nor the sampling period .

We measured the following degrees of freedom v for the x? distribution of 42 :

o White FM: v~ 8;
e Flicker FM: v = 3;
e Random walk FM: v = 2.
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So(f) | v | cron | cosw
. f 8 123 )
kaf~3 3] 1.2 |32
k_af~%| 2|14 | 4.3

Table 4: Degrees of freedom of 52 and &7, and confidence coefficients cg for 70% and 95% versus the types
of noise [10].

Therefore, the ¢; Student coefficient must be chosen with these degrees of freedom,
according to the type of noise. Table 4 gives these coefficients for a 70% confidence
interval (1¢) and for a 95% confidence interval (2¢).

Large Estimation From the Noise Levels

In this case, the degrees of freedom of (TIE*(Ty, Tp)) are equal to the ones of the esti-

mated noise level £, and then depend on the accuracy of its estimation. For instance,
if k, was estimated by using the Allan variance, its degrees of freedom depend on
the length of the sequence and on the number of sample used by the Allan variance
[11, 12]. If this sequence is long enough, the degrees of freedom may be much greater
than the values obtained from the variance of the residuals. The degrees of freedom
have to be estimated at each noise level measurement [11, 12].

Therefore, if the noise levels are precisely determined, the estimation of érrr is far
better by using this method than from the variance of the residuals.

CONCLUSION

The first application of this work may be the selection of clocks according to their time
stability performances. We may fix a limit for the maximum acceptable ¢, and TIE
for a given interpolation sequence and extrapolation time. Let us consider that for
an interpolated period T,,=24h and for an extrapolated time 7,=3.5h, we fix : ¢, <2.1
ns and TIE<5ns. The use of Equations (8) to (13) allows us to translate the above
specifications into specifications on the noise levels k, (for instance, for a random walk
FM, these specifications become k_4 < 3.7-10733s71). Furthermore, these specifications
may be translated again in term of Allan variance over 1 day (in the case of the
random walk FM, it yields o,(24h) < 3 -107'3). Thus, we can obtain a very simple
criterion by using the Allan variance, ensuring that the specifications for s, and TIE
will be respected.

Besides the interest of this method for navigation satellite systems, it may be used for
defining a new method for very-long-term stability analysis.

A clock may be continuously measured during a few days (e.g. a time deviation
measurement with a sampling period of 1 minute during 10 days). From these data,
the noise levels of this clock could be precisely determined and a quadratic fit could
be carried out. Thus, if the clock is continuously running in the same conditions, it
could be possible to extrapolate the difference of this clock with the parabolic fit after
a few months or '1 :year.
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This analysis could be helpful to low-accuracy purposes of time keeping, for instance
for industrialists who periodically send their clock to an accreditation laboratory, or
for applications which need a large autonomy. .
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Figure 1: Comparison of the estimation of the standard deviation of the TIE calculated from the equation
(11), (12), (13), (17), (18), (19) (solid lines) and estimated over 10000 realizations of simulated noise for
a quadratic interpolation (o, X, and O) and for a linear interpolation (, & and +). In order to use the
same scale, the noise levels were defined in such a way that the variance of the residuals is equal to one
(k_g =1.4-10"%, k_3 = 3.3-10~% and k_4 = 5.0-10'%~? for the quadratic interpolation, k_5 = 3.5-1073s,
k_g = 4.8-10"7 and k_4 = 3.3 -10"s~! for the linear interpolation). The error bars corresponding to
the estimates of the simulated noises are too small to be plotted on this graph. The right plot shows the
differences between the theoretical curves and the simulation points: the larger error is equal to 5% but most

of them are below 1%.
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Figure 2: Estimation of the TIE for an ultra-stable quartz oscillator. The fit was performed over a l-day
sliding window. The TIE was measured 3.5 hours after the fitted sequence (solid line). The TIE bounds

(dashed lines) were estimated from the noise levels (left) or from the variance of the residuals (right).
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Abstract

In recent work, comparisons were made between the primary frequency standards at the National
Institute of Standards and Technology (NIST) and the Phys;kallsch-Techmsche Bundesanstalt (PTB)
using dual-frequency geodetic receivers that measure the phase of the GPS carrier relative to the local
standard. In this work we report on studies of the effects of data analysis lengths, bias vs. non-bias
fixing, and troposphere estimation on the final solution. This was done in an effort to determine
the effect of data merging routines and atmospheric modeling on these compansons Initial results
indicate that these effects currently contribute to the error budget at parts in 10'5. We also show
initial results using two different analytical software packages for the NIST/PTB baseline. This
analysis was made in an effort to lower the overall error budget of the comparison technique.

INTRODUCTION

Our previous work has shown that it is possible to compare frequency standards at a few parts in 10" using
the GPS carrier phase technique [1]. However, we found that as we merged consecutive data series a
frequency change appeared. This prompted us to investigate possible reasons for this rate difference. In this
paper we investigate errors that mixing cross-correlating and non-cross-correlating receiver data in our
network produces in the analysis. Also, we present the differences between the bias and non-bias fixed
solutions, and look at the troposphere estimation to see what effect that has on the network solution. Initial
results comparing two different software analysis packages are also presented.

CROSS-CORRELATING AND NON-CROSS-CORRELATING RECEIVER DATA

In our initial comparisons of NIST and PTB frequency standards we used both cross-correlating and non-
cross-correlating receiver data in our network analysis. Figure 1 shows the results of making all the receiver
data in our network non~cross-correlat1ng This change was made because of the way different receivers deal
with the P1-C1 bias [2]. Over two runs of 3.5 d comparing the hydrogen maser at PTB, called H2(PTB),
and UTC(NIST) we see a maximum difference of approximately 750 ps, largely near the start and stop times
of the run. The difference in the two solutions is a few parts in 10",

* U. S. Government work not protected by U. S. Copyright.
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Figure 1: Differences between the H2(PTB)-UTC(NIST) network solution when using cross-correlating and
non-cross-correlating receiver data. The black lines indicate a network using both data types. The gray lines
represent the completely non-cross-correlating data type analysis. The analysis is performed using the
GIPSY software package [3], indicated by the G in the series key. : :
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Figure 2: H2(PTB)-UTC(NIST) for solutions of 3.5 d. The black line with dots uses the estimated position
of PTB1 entered as the a priori value. The gray line uses the original a priori coordinates for all stations.
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Using the all non-cross-correlating data format we also compared solutions when we entered the final
estimated coordinates of PTB back in as the a priori values. Figure 2 shows the differences in the solution
made by changing the position according to the estimation results. Once again in the short term the structure
is consistent, but over the length of the data span there are differences on the order of parts in 10,

LENGTH OF DATA RUN

To investigate why there is a significant difference in the frequency we looked at the length of data that we
processed in each analysis. Figure 3 shows the differences in the solution when we processed each day
separately, compared to the solution with the 3.5 d run. In the short term things are similar, but in the long
term there are differences of parts in 10”°. Figure 4 shows the differences between runs of 1 and 1.5 days.
These solutions also have significant frequency differences, even though the data spans differ by only half a
day. From our previous work [1], it is also important to note the overlap regions of the data runs and the
significantly different slopes there as well. It demonstrates the importance of determining exactly how the
data are going to be merged together to form a multi-day solution, and why merging can contribute to a rate
offset.
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Figure 3: H2(PTB)-UTC(NIST) 1 d vs. 3.5 d run. The black line is the run of 3.5d. The gray lines are the
runs of 1d, over the same time period. “
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BIAS AND NON-BIAS FIXING

Our analysis also showed a significant difference in frequency between the bias and non-bias fixed solutions.

Bias fixing is when we attempt to resolve the ambiguities, or integer number of cycles in the carrier phase
observation, to a more accurately measure the range. If bias ﬁxmg is not performed we do not completely
determine the unknown number of internal cycle slips, or loss of lock conditions, in the receiver. Figures 5~
7 show the differences in the bias and non-bias fixed cases for the runs of 3.5 d, 1.5 d,and 1 d. There are
significant differences between the lengths of the various data runs and the ways in which the ambiguities
are being resolved. The solutions differ by parts in 10V
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wure 6: Difference in bias and non-bias fixed solutions runs of 1.5 d and 3.5 d.
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Figure 7: Difference in bias and non-bias fixed solutions for runs of 1 d.
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TROPOSPHERE ESTIMATION -

We also looked at the troposphere estimation parameters to determine their effects. We found them to be
less than a part in 10" over the 3.5 d interval and the shorter 1.5 d intervals, as shown in Figures 8 and 9.
They do not appear to be the cause of the frequency change of the final solution.
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Figure 8: Solutions for the run of 3.5 d with and Figure 9: Solutions for runs of 1.5 d with and
without troposphere estimation. The black dotted without troposphere estimation.

line is with troposphere estimation. The gray line
is without troposphere estimation.

DIFFERENT SOFTWARE SOLUTIONS

In order to determine whether the rate change might be due to our processing technique we also explored the
use of a different analytical software package, Bernese [4]. We performed the analysis on a daily basis using
both the GIPSY and Bernese software packages. Figure 10 shows the differences between the two solutions
for H2(PTB)-UTC(NIST) for both analyses. Days 51648, 51649,and 51651 all show differences of parts in
10, with the biggest differences at the endpoints of the analysis. On the third day, 51650, we found that
the solutions had almost the opposite slopes. We are not yet clear why this is the case for this day, but first
indications are that it might be in the differences in ambiguity resolution. Figure 11 shows the differences in
the bias and non-bias fixed GIPSY solution and the Bernese solution. We are continuing to investigate the
differences in the solutions.
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Figure 10: Different Software Solutions. Bias fixed GIPSY solutions are indicated by the black dots and
Bernese solutions by the gray lines. Each is processed in daily batches. In the key the GIPSY solutions are
indicated by G, and the Bemese solutions by B.
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Figure 11: Different Software Solutions for Modified Julian Day 51650. The gray lines, with and without
markers, indicate GIPSY solutions. The Bernese solution is the black line with triangle markers.
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CONCLUSIONS ‘ -

We have shown that some of the frequency differences are dependent on the length of the data
series that is processed. The longer the data series the smoother the results. We have also shown
that differences made by the bias fixing process significantly affect on the rate regardless of the
length of the data series, and that the rate offset depends on the analysis procedure used. We
have determined that the troposphere estimation is not a significant source of error. We plan to
continue our investigation of the reason for these frequency changes in hopes of reducing the
uncertainty to less than parts in 10"°.
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Questions and Answers

DEMETRIOS MATSAKIS (USNO): A few months ago, I heard a paper, and I think you™ did
too, by Rolf Dach. I know he’s talking next and will probably be repeating some things. I
might be stealing some of his fire. He found there was a correlation between the position
error and ambiguity-fixing that could result in funny things like you are seeing there. Have
you looked at the actual values for the parameters you’re getting?

LISA NELSON: Actually, because of such initial data, I haven’t had a chance to look at all
that yet. But yes, I am aware of what he’s worked on. I just haven’t gone through to check
all this recent stuff out with that.

THOMAS CLARK (NASA Goddard Space Flight Center): I presume that this is all dual-
frequency data. Did you assume the receiver offset between L-1 and L-2 was constant between
these days or was that a solved-for parameter?

NELSON: I’'m not sure about that; I would have to look.
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Abstract

Two Geodetic Time Transfer terminals (GeTT) were installed at the Physikalisch-Technische Bun-
desanstalt (PTB), Braunschweig, Germany and at the U.S. Naval Qbservatory (USNOQ), Washington,
DC. The receivers store GPS Carrier Phase (GPS CP) data as well as GPS Pseudorange (GPS PR)
observations from both frequencies. This time and frequency transfer experiment over the Atlantic
has now been running for more than 2 years. Comparisons of the results from our GPS-based time
series with other, independent methods like Common View (CV) and Two-Way Satellite Time and
Frequency Transfer (TWSTFT) allows one to study the long-term stability of these techniques.

The analysis of GPS data gives differences between two clocks with a high sampling rate (300
seconds or even less). Therefore, GPS permits the possibility of comparing two clocks nearly
continuously over intercontinental distances.

High-quality GPS products, e.g. satellite orbits, are necessary to get good results for the clock
estimation. We will compare the time transfer results using the final and the rapid products from the
Center for Orbit Determination in Europe (CODE), one of the analysis centers of the International
GPS Service (IGS). Using the rapid products the time transfer results are available at approximately
1800 UT the day after the observations. The final solution is usually available 1 week later.

INTRODUCTION

The Astronomical Institute of the University of Berne (AIUB) is operating the Center for Orbit
Determination in Europe (CODE) which is one of the analysis centers of the International GPS
Service (IGS). CODE routinely analyses a global network of GPS stations to produce improved
orbits, Earth orientation parameters, ionosphere models, station coordinates,/usnovelocities, as
well as additional results for geodetic and other applications. Since summer 1998 a small
subnetwork of stations is processed separately in the framework of a time transfer experiment
(see Figure 1). The procedures used in this experiment are focusing on the estimation of
receiver clocks using all available code and phase observations. The network has currently
produced a time series of time transfer data of more than 2 years.
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The network includes two special Geodetic Time Transfer terminals (GeTT) developed at the
Swiss Federal Office of Metrology (OFMET) — see [1] for more details. They are located at
the Physikalisch-Technische Bundesanstalt, Braunschweig, Germany (PTB; the GPS station is
named PTBA) and at the U.S. Naval Observatory, Washington, DC (USNO; the GPS station
is named USNB). These terminals are based on the geodetic Ashtech Z-XII receiver. These
receivers provide not only the code measurements on both frequencies, but also the carrier
phase. For time transfer purposes, the receiver is driven directly by an external clock. All
electronic equipment is installed in a thermostatic box together with the receiver itself. This
design should minimize the influence of temperature changes in the laboratories on the time
transfer results. [2]

ANALYSIS STRATEGY

For the time transfer solution we presently use the Bernese GPS Software, Version 4.3. The
general analysis steps are:
1. Double difference solution for the network to get coordinates and troposphere information
2. Data screening of the zero difference files
3. Phase and code observations are taken for the time transfer (network) solution.

A more detailed description is given in [3].

Because of the high correlation between the station height, troposphere estimates, and clock
parameters only observations to satellites with an elevation angle of more than 10° are used
for the analysis (see [4]). The data received from satellites with low elevations are more noisy
and the occurrence of multipath becomes more probable. Therefore, we use an elevation
dependent weighting of the data. These basic analysis options have never been changed since
the beginning of the transatlantic time transfer experiment.

Since May 2000 (MJD 51670) the routine processing at CODE is running on an new operating
system. In the course of the transfer of the processing, some new software options were
implemented to improve the time transfer results. The most important changes concerning the
time transfer solution are:

¢ Improved data screening
o A priori values for the receiver clocks can be introduced

e Overlapping sessions are processed to get the possibility for concatenation of the daily
solutions.

e Additional time transfer solution based on the CODE rapid products.

RESULTS
Continuous Time Transfer Results

The noise behavior of the pseudorange observations may cause discontinuities between consec-
utive time transfer solutions. For daily solutions they can reach a magnitude up to 1 ns at the
day boundaries (see Figure 2). To get a continuous series of time transfer results, we propose
to use all data twice: in a first session (computing batch) from 0:00 UTC until 24:00 UTC
of the day and in a second session from 12:00 UTC to 12:00 UTC of the next day. The
overlapping periods may be used to estimate and remove the day boundary discontinuities.
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After this concatenation of the individual session solutions, the GPS CP time transfer results
constitute a nearly continuous series of time differences. The only remaining discontinuities
stem from gaps in the data. Figure 3 shows the improvement of the Allan deviations caused by
the concatenation of the time transfer results from the individual computing sessions. Because
the receiver clock values are not corrected with local measurements, only the difference between
the two curves in the diagrams can be interpreted — both curves contain, therefore, in addition
the characteristic of the GPS receiver clocks. The improvement is nearly independent from
the length of the baseline.

Comparing the concatenated GPS CP time transfer results with the results from TWSTFT,
the scatter of the differences becomes smaller than the scatter of the differences between the
non-concatenated GPS CP and the TWSTFT results. In both diagrams of Figure 4 a jump at
MIJD 51714 is visible when the antenna cable at USNB was changed. Another event shows
up in the concatenated result only: a small jump in the order of 2 ns at MJID 51764. At this
epoch the temperature stabilization electronics of the GeTT in USNB failed — the temperature
dropped from 15°C to 4°C (e-mail 19 September 2000 from E. Powers, USNO). The magnitude
of the jump can be explained with the calibration results of the temperature dependence of
the receiver in [2].

Time Transfer Results Using CODE Rapid Products

Time transfer using GPS CP gives time differences with a high sampling rate and a high precision.
Therefore, a large amount of data has to be transfered and analyzed (four measurements each
30 s to usually 6 to 10 satellites). This is done in a postprocessing mode. If the final orbits
from one of the IGS analysis centers are used, it takes about 1 week from the measurement
until the time transfer results are available. The CODE rapid orbits are available the day after
the observation and have nearly the same accuracy as the CODE final orbits [5]. The time
transfer solutions based on the CODE rapid orbits should, therefore, have nearly the same
quality as those based on the final orbits.

Since May 2000 the time transfer network of Figure 1 is also processed the day after the
observations based on the CODE rapid products. The time transfer results are available
usually before 18 UTC of the day after the measurement. The overlapping sessions are also
computed for rapid product. The processing is running in a completely automatic mode without
manual interactions. The results have roughly the same accuracy as the final solution. This is
confirmed by the Allan deviations for the rapid as well as for the final time transfer solutions
based on 4 months of data (see Figure 5). Independent from the length of the baseline only
small differences between the two solutions may be observed — even for the intercontinental
baseline USNB—PTBA. This is essentially due to the high quality of the CODE rapid orbits.

COMPARISON WITH OTHER METHODS

From the beginning of this transatlantic time transfer experiment in summer 1998 until May
2000, neither the hardware installation on the sites nor the analysis strategy has been changed.
Because the Ashtech receivers do not show any internal clock resets a continuous series of
time transfer results between USNB and PTBA is available. This experiment offers, therefore,
a good possibility to study the long-term stability of the GPS CP method in comparison with
other time transfer methods.

In the Figure 6 the differences between the time transfer results from GPS CP and TWSTFT
until September 2000 are shown when the GeTT terminal in Braunschweig was switched off and
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shipped back to the OFMET for maintaintance and calibration purposes. All differences are
smaller than 4 ns — the standard deviation of the difference is 2 ns. Some systematic behavior
may be observed in the plots. It can still not be explained, but it is also not significant. A
correlation with the outside temperature — the GPS antennas are not temperature controlled -
could not be found [6].

The differences between the GPS CP time transfer solution and the Circular T values - see
Figure 7 — are of the same order of magnitude, but with an increased scatter. The evident jump
of about 9 ns at MJD 51364 is explained by a changed ionosohere modeling in the Circular T
computation from this date onwards (see [7]). For the time difference between UTC(USNO)
and UTC(PTB), this change of the analysis model resulted in an offset of 9 ns (e-mail 10
January 2000 from G. Petit, BIPM).

A reprocessing of the 2 years from the beginning of the experiment until May 2000 is planned
in order to generate a concatenated time transfer solution over the full period of observations.
The comparison between the GPS CP and the other methods may then reveal more details on
possible systematics in the differences between the results.

CONCLUSIONS

The time transfer using GPS CP is a very powerful method for clock comparisons. A network
of about 15 stations in Europe and North America is processed at AIUB every day. Two of
the stations are equipped with special GeTT terminals developed at OFMET.

Since May 2000 it is possible to concatenate the daily time transfer solutions to a continuous
time series. This time series shows an improvement in the comparison with other time transfer
methods such as TWSTFT. Independent from the length of the baseline, an improvement in
the Allan deviation can be observed.

Because of the high quality of the rapid orbits from CODE the time transfer results based on
the rapid orbits have nearly the same quality than the time transfer solutions based on the final
CODE products. The rapid solution is available less than 18 hours after the last observation
of a day, whereas the latency for the final solution is nearly 1 week.

Two years of data were collected with the GeTT terminals at USNO and at PTB without any
changes in the hardware configuration or in the data analysis parameters. The acquired time
transfer series is, therefore, very homogeneous. The differences to the results from TWSTFT
have a standard deviation of about 2 ns. The differences to the Circular T values are a slightly
more noisy and show a standard deviation of 3 ns.
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Questions and Answers

DEMETRIOS MATSAKIS (USNO): I wonder if you could just clarify — maybe I misunderstood —
earlier in the talk, I thought you had said that concatenating your results made things a little
worse when compared to two-way. Is that right? In your conclusions, I thought you said that
it made things a little better. This is comparing concatenated results with single-day results.

ROLF DACH: We could see an improvement. The difference was the two-way looked more
systematic. The reason for this is one we don’t have.

MATSAKIS: Which is better, of the two of them?

DACH: These are the concatenated results. Okay, these are smoother. But in this version
you can see, for instance, this nanosecond jump. If we put it together, then the maximum
and minimum values are smaller. But if you look at this blue part, then the maximum and
minimum results are the same. But it comes from another epoch. The points between the
maximum and minimum values look more systematic. We plan to recompute the 2 years of
this experiment in a way that we can do a concatenation over the 2 years. Then we can see if
we can really find systematic results. We can then look where it comes from, and hopefully it
will be smoother over all this time.

But from this, it’s hard to say. It became better this hour by 10 points, and the statistic from
10 points is nothing.

MATSAKIS: Okay, smoother is not better. Let me correct what I said.

DACH: Therefore, I would not say that this is better or this is better because in comparison
to two-way, we have about 30 comparison points in these 4 months and not more. But I'm
very encouraged from the deviation to do this reprocessing.

DAVID HOWE (NIST): Have you ever run a T-Dev statistic on that nice, very long run of
data that you had toward the end?

DACH: Yes, we did all the 3-day solutions. Here we have the 1-day solutions. Then we can
find, for instance for a 3-day solution, that they are through these 1-day solutions. The jumps
between the end and the beginning of the next 3-day solution become smaller. This can be
explained if this is a question of the behavior of the pseudo-range noise on this day.

So if you have a 3-day solution, then you have a mean of the pseudo-range noise behavior of
these 3 days. If you have a longer time span, the jumps between the solutions become smaller.
But 3 days of time transfer doesn’t mean three times computing time, but much more.

HOWE: The question was really motivated to see whether you had a statistical summary using
the time deviation statistic for that long run of data.

DACH: I have to look at the data again.

HOWE: Yes, underlying both yours and Lisa’s talk, obviously, is that the mean is changing as
a function of the length of the data set. T-Dev will allow you to interpret some of that, since
it’s a broad band spectral analysis. That was the reason for my question, and it might be very
useful to run those data through that statistic.

DACH: I believe this loss over the different lengths of the computing figures is the same, the
noise behavior of the pseudo-range. I hope this is right.
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Abstract

The U.S. Naval Observatory (USNO) is tasked to provide the Global Positioning System (GPS) with
a reliable and stable reference to UTC(USNO). This is accomplished using GPS Precise Positioning
Service (PPS) timing receivers with a UTC(USNO) reference input. The USNO monitors GPS Time
from all available healthy satellites. On a daily basis, the GPS Time correction, based on the entire
constellation with respect to UTC(USNQ), is determined and provided to the GPS Master Control
Station (MCS) 2nd Satellite Operations Squadron (2 SOPS) at Schriever AFB in Colorado.

The USNO’s GPS PPS operations have been limited to a single-channel receiver, which only
allows tracking of one satellite at a time. Since February 2000, the USNO has been evaluating
a 12-channel GPS PPS timing receiver, based on the GPS Monitor Station receiver. The unit is
capable of tracking P(Y)-code and removes the effects of Selective Availability (SA). This paper
describes the various tests conducted, the receiver’s performance, and expected improvements to the
USNO GPS PPS operations.

INTRODUCTION

The Master Clock of the U.S. Naval Observatory (USNO) is the official time reference of the
United States as designated by the Joint Chiefs of Staff (JCS) Master Navigation and Timing Plan
(MNTP) and the joint Department of Defense/Department of Transportation Federal
Radionavigation Plan (FRP). The Department of Defense (DoD), most civilian government
agencies, and private industry rely on the USNO Master Clock for their source of precise time.
As part of the USNO timekeeping mission, the USNO serves as the precise time reference for the
Global Positioning System (GPS).

The USNO measures the GPS time offset relative to the USNO Master Clock located in
Washington, D.C. using specialized monitor station GPS timing receivers. These measurements
are analyzed and sent daily to the GPS control segment, which then steers the GPS time scale to
the DoD Master Clock at the USNO [1]. Over the last 5 years, the GPS time scale has been
maintained to within +/-20 nanoseconds of UTC(USNO). ‘

Currently the USNO uses STel 5401C GPS P(Y)-code timing receivers to monitor the GPS time
offset. These receivers are based on a single satellite tracking, dual-frequency, P(Y)-code
receiver that was developed in the mid 1980s. Because this receiver has only a single tracking
channel, a tracking schedule must be used to ensure complete coverage of all GPS satellites. The
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internal time-interval counter in these receivers has a resolution of only 9 nanoseconds.
Therefore, to improve the precision of the measurements, an external counter with a resolution of
1 nanosecond is used. Also, the receivers are not GPS 1024 week number rollover-compliant.
When the GPS week number rollover occurred, the receivers began displaying 6 January 1980
and the date in the receiver data record was incorrect. The USNO overcame this problem by
simply correcting the epoch of the data before processing.

Due to the age and technical limitations of the STel 5401C receivers, it was apparent that a new
state-of-the-art GPS time monitor receiver would have to be developed. The USNO requirements
for the next generation time monitor receiver included P(Y)-code tracking of all GPS satellites in
view on both L1 and L2 frequencies under all conditions of Selective Availability (SA), and
providing the raw broadcast parameters, as well as code and carrier-phase measurements. In
addition to tracking improvements, a modern all-digital design would have to provide sub-
nanosecond time-interval measurements for improved long- and short-term stability. The
receiver would also require stability to within 1 nanosecond over a temperature range of +/- 5
degrees centigrade.

RECEIVER DEVELOPMENT

In January 1998, Allen Osborne Associates (AOA) was contracted to develop a prototype
receiver according to the USNO requirements [2]. Based on the Jet Propulsion Laboratory (JPL)
Rogue family of Geodetic receivers, AOA's new BenchMark/TurboRogue geodetic GPS receiver
with Advanced Codeless Tracking (ACT) technology and the AOA GPS Monitor Station
Receiver Element (MSRE), the TTR-12 Security Module (SM) time monitor receiver was
developed. The prototype was delivered to the USNO in August 1999 for test and evaluation.
After months of testing, which included returning the receiver to AOA for modifications, it was
apparent that the new receiver would be able to fulfill the requirements for a new USNO GPS
time monitor receiver. Therefore, the USNO awarded AOA a contract to build four production
models, which were delivered by May 2000. However, as of December 2000, the receivers were
not in their final state.

The TTR-12 receiver tracks up to 12 GPS satellites simultaneously and provides all six code and
carrier observables, whether the P-Code encryption (Anti-Spoofing) is on or off. It outputs
carrier-phase and pseudo-range measurements derived from L1-C/A, L1-P(Y), and L2-P(Y) code
with full carrier wavelength. The ACT code tracking technology improves upon the P-codeless
technique of older generations of Rogue receivers, resulting in an increase of the signal-to-noise-
ratio (SNR) on L2 and thus, reduces measurement noise. During normal operation, the TTR-12
receiver will track the true P(Y) code GPS signal. When the receiver is operated unkeyed, the
TTR-12 will revert to the ACT code-tracking mode with minimal loss of precision. A
commercial time-interval counter with the resolution of 100 picoseconds was integrated into the
AOA design to allow the internal measurements to be related to an external clock.

In addition to the improved receiver hardware, USNO has also incorporated into the overall
system the Andrews FSJ1-50A phase-stable antenna cable and modified the standard Dorne
Margolin choke-ring antenna with temperature-stable electronics built by KW Microwave. The
antenna cables and electronics are expected to provide a significant improvement to the
temperature stability of the antenna portion of the system.
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AOA TTR-12 TEST AND EVALUATION

During the period February 2000 through September 2000, USNO and the Naval Research
Laboratory (NRL) conducted a series of tests to evaluate the TTR-12. USNO testing included
comparisons with the STel 5401C and other TTR-12 receivers. NRL is the designated DoD
agency for GPS timing receiver testing. Their testing was performed using a simulator capable of
producing 10 simultaneous signals with SA and A-S. Numerous hardware and software problems
were encountered with the testing and a majority were resolved.

SOFTWARE FIXES

When the STel and TTR-12 were compared using horizon-to-horizon tracks, the TTR-12
displayed an unusual trace. The expected trace of a GPS horizon-to-horizon track shows noise at
the beginning and end of the track, and reduced noise in the middle. This was not the case for all
TTR-12 tracks. After notifying AOA, it was discovered that the orbit iteration process was not
being applied for satellites with large eccentricities. Figure 1 shows 5 days of horizon-to-horizon
tracks of PRN02/SVN13 from the STel (top trace) and TTR-12 (bottom trace) receivers. Once
the software was corrected, the TTR-12 horizon-to-horizon tracks showed an improvement.
Figure 2 shows the STel track (top trace), the TTR-12 track before (middle trace) and after
(bottom trace) the software fix. The authors would like to note that the AOA TTR-4P receiver
] continues to be plagued with this problem.

The remaining TTR-12 software fixes include the removal of SA dither at any selected sample
output rate and SA epsilons. Live testing of the fixes would not be adequate since SA was set to
zero on 2 May 2000, so verification will be done using the NRL simulator.

GPS CARRIER-PHASE TIME TRANSFER

Though software development for the TTR-12 has not yet been completed, in order to provide
simultaneous real-time offload of GPS data necessary for the TTR-12 to function as both a GPS
MSRE and a GPS carrier-phase timing receiver, one may currently obtain raw pseudorange and
carrier-phase data by periodically downloading such data from a flashcard. Several preliminary
experiments have been performed using data collected from the prototype TTR-12 receivers’
flashcards and geodetic GPS carrier-phase techniques to further quantify the quality of the TTR-
12.

TEMPERATURE SENSITIVITY OF GPS CARRIER-PHASE CLOCK ESTIMATES

A prototype TTR-12 was placed in a Tenney Environmental chamber oven while purposely
varying the temperature in the oven in order to quantify the sensitivity to temperature of the TTR-
12 when used for GPS carrier-phase time transfer. The phase-stable Andrews model FSJ1-50A
antenna cable connecting the TTR-12 to its Dorne Margolin antenna has been shown to have a
temperature coefficient of about 0.03 ps/m/°C [3] while the temperature sensitivity of the Dorne
Margolin choke-ring antenna has been inferred to be better than 2 ps/°C [4]. Currently on loan to
USNO from the Swiss Federal Office of Metrology is an Ashtech Z-12T (GeTT) GPS receiver
(designated USNB). This receiver has the same type of antenna and antenna cable as that used
with the TTR-12, but the USNB receiver is housed in a thermally shielded box whose
temperature is controlled to within 0.1 °C.
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Temperature testing of the TTR-12 was conducted over a 4 day period (22-25 July 2000). The
temperature in the Tenney chamber was changed every 6 hours in increments of 2.5 °C over a
range of 20 to 38 °C. The 30-second pseudorange and carrier-phase data were used to obtain
clock estimates between the TTR-12 and USNB at 5-minute intervals. These estimates were then
combined with 1-minute temperature data, (Tcpamper), Which were collected from within the
Tenney chamber and fit by least-squares to the simple model, (TTR12-USNB) = k (Tchamber). The
resulting fit suggests a temperature coefficient for the TTR-12 receiver of =77 % 6 ps/ °C. Figure
3 shows the temperature changes to the Tenney chamber and the reaction of the TTR-12 receiver.

POWER CYCLE TESTING

Power cycle testing of the TTR-12 receiver was conducted to verify that the receiver could
maintain its calibration and receiver settings such as position and delays. Repeated power cycles
indicate that the TTR-12 receiver has the capability to hold its calibration and receiver settings
after loss of power.

PERFORMANCE EVALUATION

At the end of September when the USNO was confident that most of the hardware and software
deficiencies had been resolved, performance evaluations focused on the GPS Time measurements
and hardware stability.

GPS TIME MEASUREMENT STABILITY

Using one week of GPS Time measurements common to the STel and TTR-12, comparisons were
made using broadcast clocks and orbits, and then applying the National Imagery and Mapping
Agency (NIMA) precise, orbit and clock corrections. The STel 13-minute UTC(USNO)-GPS
values using broadcast corrections show a 30 to 35 nanoseconds peak-to-peak scatter in Figure 4.
When the NIMA precise orbit and clock corrections were applied, the noise was reduced to about
15 nanoseconds peak-to-peak as seen in Figure 5. In Figure 6, the TTR-12 data using broadcast
corrections, shows similar results to the STel , as well as an increase of data due to the multiple
channels. After applying the NIMA precise corrections to the TTR-12 data, the noise was
reduced to about 5 to 10 nanoseconds peak-to-peak, seen in Figure 7. A

The Time Deviation (TDEV) plot in Figure 8 shows the STel and TTR-12 stability for
UTC(USNO)-GPS using both broadcast and precise orbits and clocks as a function of averaging
lengths. The dashed lines represent the STel performance and the solid lines represent the TTR-
12 performance. The top two lines near the word “broadcast” represent the time deviation of
UTC(USNO)-GPS using the standard broadcast clocks and orbits. The bottom two lines near the
word "precise" represent the time deviation of UTC(USNO)-GPS after applying the NIMA
precise clock and orbit corrections. In order to make a fair comparison with the STel, the TTR-12
data used are the same tracks used for the STel.

From this data set we can conclude that similar levels of performance of about 4.5 nanoseconds at
13 minutes and 2.5 nanoseconds at 1 hour can be seen in the TTR-12 and STel when measuring
UTC(USNO)-GPS using the broadcast clocks and orbits. The noise in the broadcast corrections
is larger than both the STel and TTR-12 hardware noise, evidenced by the fact that both the STel
and the TTR-12 stability improved when precise corrections were applied. After applying the
NIMA precise clock and orbit corrections, we see that the TTR-12 hardware is more stable than
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the STel hardware, and that the stability of the TTR-12 UTC(USNO)-GPS measurements
approaches 1 nanosecond at 13 minutes, and is sub-nanosecond thereafter.

RECEIVER HARDWARE STABILITY

Figure 9 is a TDEV plot which estimates the hardware stability of the receivers using GPS
common-view. The two methods used were short baseline (co-located on the same roof, 2 to 3
meters apart) and common antenna. The dashed line is the time deviation of common-view
between two STel receivers on a short baseline. The solid lines are time deviations for the TTR-
12 receivers in several different situations. The top line represents the TTR-12 as if it were a
single-channel receiver using the same tracks as the STel. The stability at one day for the STel is
400 picoseconds and the TTR-12 is 300 picoseconds. Although the short baseline common-view
results are an estimate of the hardware stability, the results could be corrupted by multipath
differences at the two antennas, differences in antenna hardware, cable quality and differences in
the environment of the antennas and cables.

The Short Baseline Advanced Common-View (ACV) method represents the TTR-12 hardware
stability where all common-view tracks for one single timestamp are averaged together. At 13-
minutes, the stability drops down to 500 picoseconds and 90 picoseconds at 1 day.

The Common Antenna ACV represents the best estimate of the TTR-12 receiver hardware
stability available. From this data set, it can be concluded that the TTR-12 hardware is quieter
than the STel hardware over all averaging lengths, showing stabilities at or below 50 picoseconds
over all averaging lengths.

REMAINING TESTS
The remaining tests to be completed at NRL with the simulator are the verification of the SA
averaging and epsilons, and absolute calibration of the receivers, antenna cables and antenna

electronics. Once these tests are completed, USNO will set up parallel operations with the STel
receivers prior to going operational with the TTR-12 receivers.

CONCLUSION |

For the future, a SAASM version of the TTR-12 receiver will be built, this being a DoD
requirement. A phased array antenna is also being evaluated to decrease multipath and increase
signal-to-noise strengths. USNO is encouraged with the hardware improvements that will enable

the USNO to provide the GPS Control Segment with more stable and reliable timing corrections
for the GPS.
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Questions and Answers

MARC WEISS (NIST): Can you say anything more about that phased array antenna —what
are the plans? Is it in design, is it being built?

EDWARD POWERS: We reported last year on work we were doing at the time with NAVSYS
to build a dual-frequency P(Y)-code receiver that could eventually be upgraded to the phased
array. But since then, we went out and are in the process of awarding a contract. We haven’t
selected a vendor yet. So we can’t talk a lot about that right now. But right now there are two
vendors that we’re looking at who will build a prototype of this system. It will be a 12-channel
dual-frequency 16-element phased array which, the hope is, will get 10 or 12 dB of gain to
each GPS satellite, along with maybe a factor of 50 or so reduction in multi-path.

JAMES WRIGHT (Computer Sciences Raytheon): I think in the beginning of your paper you
said that there were two contractors that were building a receiver under this study.

FRANCINE VANNICOLA: Right.
WRIGHT: Has the second one materialized and are you testing that?
VANNICOLA: We have not received a prototype to this date, no.

THOMAS CLARK (NASA Goddard Space Flight Center): I'll ask the same question I asked
Lisa earlier: How were the L1/L2 biases handled in the results you showed? Was it assumed
to be a constant or was it solved for?

POWERS: Yes, right now this is basically handled in the same way as the TurboRogue—
something of a calibration bias. For this particular day, the set are actually uncalibrated and
mapped in as a clock error. It will be calibrated before we go operational with it. But they
are treated right now as being stable with time, as far as the receiver calibration goes.

DAVID HOWE (NIST): Those are fantastic results. To what degree did you take out cable
length problems between the antenna and your antenna when you were trying to determine
the noise floor using the common antenna mode? Was there any special attention taken?

VANNICOLA: No. We had the antenna cable going into the splitter and then equal lengths
going from the splitter to the receiver, so it all cancelled out.

HOWE: Okay, so it was split at the receiver.
VANNICOLA: Yes.
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Abstract

The time transfer procedure presently used for the realization of TAI is based on the common
view approach, using the CGGTTS data computed by an internal software of the time receivers.
We choose here another approach and analyze the raw data available in the RINEX files produced
by GPS/GLONASS geodetic receivers. We concentrate our analysis on the use of GLONASS P-
code measurements. Because the frequency emitted by each GLONASS satellite is different, the
measurements must be corrected for their frequency-dependent receiver hardware delays. These
delays can be computed either from the CGGTTS files or directly from the raw P-code data. We
show that the first approach is better than the second one. After this correction, time transfer (using
the GLONASS P-codes) is realized with a rms of about 2 nanoseconds for a 1-day session between
two receivers distant of a few hundred of kilometers.

INTRODUCTION

The use of the GLONASS P-codes for time transfer is very promising, as already shown by different
studies ([2] [3] [4] [6] [7]). In all the mentioned studies, the time transfer results were obtained us-
ing CGGTTS (GPS/GLONASS Time Transfer Standard) data files provided by receivers designed
for time transfer applications. The CGGTTS files ([1]) contain the clock differences between the
GLONASS/GPS system time and the focal clock of the time laboratory. These differences are
computed by the receiver software for the satellites given in the international tracking schedules
distributed by the BIPM (Bureau International des Poids et Mesures) and are used for the com-
putation of TAIL On the other hand, the International GLONASS EXperiment (IGEX) ([10]) gave
access to RINEX files from about 25 receivers in the world. Part of these combined GPS/GLONASS
receivers are driven by precise frequency standards, and some of them contribute also to the real-
ization of TAI. We have, therefore, investigated the possibility of performing time transfer using
the GLONASS P-code data given in these RINEX data files.

Using a common view method, we determine the receiver clock offsets and consequently the time
transfer between the external frequency standards driving these receivers. Compared to the method
based on CGGTTS files, this method allows to work with a higher number of data points (about
3000 per day) and allows to control each aspect of the correction terms from the raw data to the
final product.
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Figure 1: GPS/GLONASS sites used in this study.

In ([8]), the final precision of the time transfer between two 35-Navigation R100 receivers distant
of a few hundred of kllometers, obtained using the precise ephemerides, was about 10 ns. The
main limitation was the receiver hardware delays which are different for each satellite because of
the satellite dependency of L; and L, frequencies. Due to the fact that calibration values are not
available, a first approach consisted in estimating the corrections of each satellite directly from
the time transfer results produced by each satellite separately. However, this adjustment was not
perfect due to the fact that we estimated the offset between the results of the different satellites
on a time span of only 1 day. In ([9]), we used the CGGTTS delays determined on a time span of
two weeks and showed that the final precision of the time transfer improves to 1.8 ns for a typical
1-day session between 2 receivers distant of a few hundred of kilometers. The disadvantage of this
approach was that it could only be applied for time receivers.

In order to overcome this limitation, we try in this paper to determine these differential receiver
hardware delays directly from the raw P-code measurements, but now using several days of mea-
surements and we compare the results with those obtained from the CGGTTS data.

DATA SET DESCRIPTION

We have used the RINEX data of GPS/GLONASS receivers belonging to IGEX network, and
operating at the same time as time laboratories participating in the realization of the international
atomic time scale (TAI) (see Figure 1):

e BRUG, located at the Royal Observatory of Belgium, equipped with a combined GPS/GLO-
NASS multi-channel receiver R100-30T from 3S-Navigation, connected to a H-maser for the
geodetic part, and to a cesium clock HP5071A (=UTC(ORB)) for the participation to TAI;

e NPLC, located at Teddington (Greater London, UK), 336 km far from Brussels, equipped with
a combined GPS/GLONASS multi-channel receiver R100-40T from 3S-Navigation, connected
to a H-maser (=UTC(NPL)) for both the geodetic part and the participation to TAL

As shown in ([8]), the R100 receivers exhibit regular artificial discontinuities in the computed
receiver clock synchronization errors, which make it impossible to perform RINEX-based precise
time transfer for more than 1 day. This is a typical situation for all receivers from this manufacturer.
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RECEIVER HARDWARE DELAYS

Figure 2a shows that the time transfer signal obtained using a single day of observations with
precise ephemerides still presents some small jumps or curvatures not attributable to the H-maser.
These are due to changes in satellite configuration and to the uncorrected receiver hardware delays
associated with the different satellites observed.

We have used two different methods for determining the hardware delays. The first one, already
presented in ([9]), is based on the fact that the receivers used in our experiment (BRUG, NPLC)
also provide CGGTTS files to the BIPM, so we used the time transfer results provided by these

Satellite  hardware delays  hardware delays  Difterences
number CGGTTS (ns) RINEX (ns)

T -0.4 3.6 4

-2.9 -2.3 0.6
4 -0.4 -14 1
6 -0.9 -2.1 1.2
7 0.0 0.0 0
8 -0.5 1.4 1.9
9 7.2 7.9 0.7
10 1.4 53 3.9
1n 2.9 18 4.5
13 6.9 7.7 0.8
15 -2.1 -4.4 23
16 -3.8 -4.7 0.9
17 4.0 85 4.5
22 6.0 . 6.2 0.2

Table 1: Hardware delays. Satellite 7 is chosen arbitrary as the reference one.

CGGTTS files to estimate the differential receiver hardware delays. When using CGGTTS files,
there are no jumps because these results give the offset between GPS time and the 1 pps (1 pulse per
second) signal provided by the laboratory clock. Using the CGGTTS files, the calibration delays
can now be determined using a longer time span containing more simultaneous observations. Note
that we cannot assert that the hardware delays are the same for both geodetic data and the
CGGTTS data; this depends on the receiver architecture and will be tested here by comparing
with the hardware delays obtained directly from the raw data given in the RINEX files. Clock
resets are not problematic because they do not alter the differential hardware delays computed
from the RINEX files. This means that we can determine the calibration delays using RINEX
data over a time span longer than 1 day.

We test both methods on the baseline BRUG — NPLC. A period of 14 days (51351-51365 MJD
(Modified Julian Date) corresponding to GPS weeks 1015 and 1016) has been used to determine
the calibration delays from the CGGTTS files (see ([9]) for details) as well as from the RINEX
files. Table 1 lists the hardware delays determined by both methods.

In Figure 2, we have plotted the time transfer results between BRUG and NPLC for the first day
of the GPS week 1016 (corresponding to MJD 51357). The first part of the graph shows results
which are not corrected for the frequency dependent receiver hardware delays. In this case, the
rms of the differences is equal to 2.6 ns. The second part is corrected for the receiver hardware
delays using CGGTTS files and the corresponding rms is equal to 1.8 ns. The last part is corrected
for receiver hardware delays obtained from the RINEX files and the corresponding rms is equal
to 2.0 ns. We can say that this correction removes the curve variations induced by the variable
‘mean’ hardware delay, corresponding to the mean of the delays of the observed satellites at each
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tlm.e. .But, as seen from the graphs, although our correction sometimes reduces the jumps and
variations, it leaves some variations at other times. This is due to the limited accuracy of the
comp}lted receiver hardware delays: the computed receiver calibration errors between the different
satellites are of the same order of magnitude (from 0 to 10 ns) as the noise level of the clock
differences 'computed with any satellite (2.5 ns). We see also that the results using the CGGTTS
files for calibration are better than the ones using RINEX files (rms of 1.8 ns vs 2.0 ns). Indeed,
even if 'the RINEX files provide a larger number of observation points, the noise level is higher
than with the CGGTTS files (standard deviation of 5 ns instead of 2 ns). This is due to the data
smoothing, which is part of the procedure applied to compute the CGGTTS files.
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Figure 2: Time transfer (BRUG-NPLC). (a) Hardware delays not corrected, rms =2.6 ns (b) Hardware
delays corrected by CGGTTS files, rms =1.8 ns (b) Hardware delays corrected by RINEX files, rms =2.0
ns.
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Figure 3: Time transfer (BRUG-NPLC).

COMPARISON BETWEEN GLONASS AND GPS RESULTS

In Figure 3, we have plotted the time transfer between BRUG and NPLC for the first day of
the GPS week 1016. We see that the use of the GLONASS P-code (rms of 1.8 ns and maximum
difference of 11.8 ns) reduces the noise level with a factor between 2 to 3 with respect to the use
of GPS C/A code (rms of 4.4 ns and maximum difference of 31.9 ns).

Figure 4 shows the frequency stabilities of the frequency transfer performed with GPS C/A-codes,
GLONASS P-codes and GPS phases. The GLONASS P-code results show a better stability than
GPS C/A-code results at short time scales (below 1 hour). This is a direct consequence of the lower
noise level of the GLONASS P-code compared, to the GPS C/A-code. At longer time scales (larger
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than 1 hour), we observe the opposite situation due to the imperfect correction of hardware delays
in the GLONASS P-code results, inducing small undulations of the curve (as seen in Figure 3), -
which reduces the frequency stabilities. The results based on GPS carrier phases have frequency
stability highly superior to the results based on codes (GPS or GLONASS). However, although
carrier phases offer a huge potential for the frequency transfer applications, they still depend on
the information in code data to determine the absolute synchronization offset (see ([5]) for more
details).

CONCLUSION

We have used RINEX data from combined GPS/GLONASS receivers involved in the IGEX cam-
paign to investigate the performances of the GLONASS P-codes for time transfer applications. We
pointed out that it is necessary to correct the P-codes for the receiver hardware delays which are,
for the GLONASS data, different for each satellite. Receiver calibrations are unavailable at the
present time; the determination of the receiver hardware delays for each satellite must be done
during the computation of the synchronization errors. However, due to the noise of measurements
and the variability of the hardware delays, this determination cannot be done precisely enough
with only 1 day of data. Using several days of data would allow a more reliable determination
of the satellite dependent hardware delays. The CGGTTS files made available by some IGEX
receivers give a long time series of synchronization errors determined on individual satellites and
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Figure 4: Frequency stabilities of the different time transfer results of Figure 3.

allow easier determination of the differential biases between the satellites. Another approach is
to use the RINEX files themselves in order to use geodetic receivers and not only time receivers:
in this case, clock resets occur, but are not problematic because they do not alter the differential
hardware delays between the satellites. More problematic is the fact that the RINEX raw data are
more noisy than the smoothed CGGTTS data, even with a larger number of observation points for
the RINEX files. This leads to a better determination of the hardware delays with the CGGTTS
files than with the RINEX files (rms of 1.8 ns instead of 2 ns for a typical 1-day session between
two stations distant of a few hundred of kilometers). However, even with the knowledge of these
calibration delays, a precise frequency transfer with RINEX data will be restricted to 1 day due to
the jumps at the day boundaries due to the daily resets of the 35-Navigation receivers. If a time
transfer is needed for a time span longer than 1 day, the receiver clock jumps must be monitored
with an external time-interval counter.
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We can conclude that the present geodetic GLONASS receivers driven by a stable frequency
standard can be used for time transfer applications only if (1) the satellite-dependent hardware
delays are regularly monitored and, (2) the 1 pps output is monitored in order to measure the
clock discontinuities.
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RECOVERING UTC (USNO,MC) WITH
INCREASED ACCURACY USING A FIXED,
Li-CA CODE, GPS RECEIVER

R. P. Giffard, Agilent Laboratories, Palo Alto, CA 94304, USA

Abstract

The accuracy with which a L1, single-frequency, GPS receiver can recover the time-scale UTC
(USNO,MC) is well known to depend on many factors, including the accuracy of the signal in space,
propagation path effects, the quality of the GPS/UTC (USNO,MC) correction, and the behavior of
the receiver itself. Overall performance is now affected by a number of short- and medium-term
noise sources that have hitherto been obscured by the intentional clock dither known as Selective
Availability (SA). We report the development of a technique for periodically estimating the local
ionospheric delay from observations of the code and carrier-phase GPS observables made with a
multi-channel, L1, receiver module. An algorithm has been developed that uses information from
several satellites to model the delay in real time. It is then possible to correct the raw time estimate
from each satellite, improving the overall accuracy of the receiver’s real-time estimate of GPS time or
UTC(USNO,MC). With this technique it should be possible to approach the time accuracy obtained
using a Precise Positioning Service (PPS) receiver. We have used a cesium standard ensemble related
to UTC (USNO,MC) by common-view to measure the noise level obtained by applying the estimated
corrections, and to compare this with the accuracy of the built-in single-frequency model.

1. INTRODUCTION

Single-frequency, L1, CA code, GPS receivers are often used to generate local time estimates
synchronized either with the GPS system clock, or with UTC(USNO,MC). These receivers are
modular, economical, and easy to operate. With a fixed receiver, and accurately known antenna
coordinates, the time uncertainty can be minimized by averaging together individual time
estimates from all of the satellites that are being tracked. This technique, which can be described
as “Position-Hold, All-in-View,” minimizes errors due to the accuracy of the “Signal in Space]’
multipath effects, and code correlator noise. Receivers operating in this way are often employed
in “Disciplined Oscillators;” which are widely used in telecommunications synchronization,
calibration, science, and other applications [1,2].

Now that SA has been removed, the component of the inaccuracy in single-frequency time
receivers that results from the effect of ionospheric delay has become more significant. Receivers
can correct for the delay using a detailed model of the ionosphere, scaled by data contained in the
‘navigation message’ broadcast by the satellites. However, because of unpredictable variations of
the ionosphere, this so-called single-frequency correction is only expected to absorb 50% of the
effect. In timing receivers, the uncorrected ionospheric delay causes periodic daily time errors
with amplitudes that change over a characteristic time of a few days. This unpredictable effect
can cause significant errors in timing systems such as disciplined oscillators, and is of increasing
importance with the approach of the solar activity maximum. In a previous publication [3] we
have reported evidence for short-term and long-term errors at the level of 10 to 20 nanoseconds
in disciplined oscillators that use the single-frequency model.

For users who are not qualified for the PPS, it is useful to explore ways of reducing the
magnitude of ionosphere errors in single-frequency receivers. It is well known [4,5] that the
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effect of many noise sources can be reduced by using the Common View (CV) technique, which
is analogous to the use of differential GPS corrections (DGPS). The CV time transfer technique
requires data exchange between the user and a reference station with a traceable time-scale.
Since the technique does not easily work in real time, it requires the user to have a stable local
clock. Uncorrected ionosphere effects are still important in common-view time transfer
measurements over long baselines, although corrections can be applied after a delay of several

days by using post-processed estimates from various sources, such as the IGS. The GLONASS
system allows two-frequency operation, and is not encrypted. The GLONASS system is not
synchronized with UTC or GPS time, and GLONASS time receivers are not yet economically

available.

In this paper we will describe a technique for accurately estimating the local ionospheric delay
using the GPS observables from an L1-C/A single-frequency receiver. The ionosphere estimate,
which is made in near real time, is used to correct the averaged single-satellite time estimates and
improve the accuracy of the receiver’s time output. We will report measurements of the noise
level obtained by comparison with a local time standard consisting of an active ensemble of two
5071A cesium standards referenced to UTC(USNO,MC) by common view. The measured real-
time ionospheric delay was found to agree very well with the post-calculated “IONEX” products
generated by the International GPS Service (IGS) network. The stability of the corrected time
output indicates that the effect of the ionospheric delay has been reduced by at least an order of
magnitude.

The technique that we have developed can be used to improve the performance of autonomous
single-frequency time-transfer systems such as disciplined oscillators. The technique could also
be used to improve the accuracy of common-view time transfer, particularly when the latency
involved in using post-processed ionosphere results is objectionable. The technique requires
some computation, but this can be performed in background because the ionosphere effect
changes relatively slowly. A preliminary description of this work has been given elsewhere [6].

2. SINGLE-FREQUENCY IONOSPHERIC DELAY ESTIMATION

It is well known [7] that GPS code and phase ranges at a given frequency are affected with
opposite signs by the dispersion due to free electric charges is the ionosphere. This principle has
been used by Cohen et al. [8], and Tretheway et al. [9] to estimate the ionospheric delay using
L1, single-frequency, observables. We have extended this work, and have developed a technique
that is capable of generating an accurate estimate in real time. The new method uses the
observables from several satellites to estimate the local ionospheric delay and its dependence on
latitude and longitude with reduced uncertainty.

If the ionosphere is modeled as a thin slab, the expected difference A; between the measured L1
code and carrier ranges for the i™ satellite, measured in meters can be written in the form:

A =0325-F-I+Pi+s:. (1)

In this equation, I is the total electron content integrated along a vertical path through the
ionosphere in “TEC units’ (10'® electrons per m?). F, is a dimensionless obliquity factor given by
1/Cos(0), where 0 is the angle between the normal to the ionosphere and the line of sight to the
satellite. P; is equal to an integer number of L.1 wavelengths, and remains constant as long as
phase-lock on the satellite signal is not lost. Receiver noise and multipath effects are represented
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by the noise term g;. The code-carrier divergence A is easily calculated from the GPS observables
output by a suitable receiver.

Although F can be calculated from the elevation angle of the satellite, Equation(l)pannot be used
to calculate I directly because of the unknown constant P;. Cohen et al [8] have shown that I can
be determined by fitting the observed time :dependence of the divergence to the variation of F in
a solar-fixed, rotating frame, in which I can be considered effectively constant. Tretheway et al,
[9] have reported the possibility of a real-time calculation of I using a Kalman filter technique.

In the technique that we have previously described [6], we used the time dependence of the
observed divergence, removing the constant phase uncertainty. For a continuously tracked
satellite:

dA/dt = 0.325 - (1-dF/dt + F; - dl/dt) + dey/dt. 2

At least four satellites can usually be tracked simultaneously, giving a set of simultaneous
equations, each of the form of Equation (2). For each satellite, the rate of change of A; can be
estimated from the GPS observables, and the values of F; and dF/dt can be calculated from the
satellite ephemeris. As long as two or more satellites are tracked, estimates of I and dI/dt may be
determined by the usual process of inverting the set of equations. It is interesting to note that,
unlike dual-frequency methods, the calculation of I by this method is independent of satellite and
receiver inter-frequency biases. The method does, however, depend on the assumption of a slab
model for the ionosphere.

The algorithm described above assumes that the ionosphere is effectively uniform over the area
covering the points at which it is “pierced” by the lines of sight from the receiver to the satellites.
We have now extended the method to allow the value of Ito depend in first order on latitude and
longitude. The variation with longitude can be found by assuming that most of the variation of I
with time is associated with the effect of earth rotation with an ionosphere distribution that is
changing relatively slowly in the solar-fixed frame. The rate of change with time in earth-fixed
coordinates is then approximately equal to the rate of change with longitude multiplied by the
rate of rotation of the earth.

The line of sight from the satellite to the receiving antenna passes through the idealized height of
the ionosphere slab at a “pierce” point that is generally offset in longitude and latitude from the
position of the receiver. If the offsets for the i satellite are A; and ¢; respectively, and the local
variation of I is characterized by derivatives dI/dA and dI/d¢ respectively, the divergence is
given by:

Ay = 0325 -F-(I1+ A;-dU/dA + ¢;- dl/dd ) + P+ €. ?3)
In this equation, I is the vertical TEC value at the position of the receiver, and it is assumed that

the geometry may be treated as rectangular. This assumption should be satisfactory for mid
latitudes.




To find the equivalent of Equation (2), we differentiate Equation (3). Keeping only first-order
derivatives, and putting dI/dt = Q - dI/dA, where Q is the rate of rotation of the earth we obtain:

dA/dt = 0325 - (1-dFy/dt + dUdA - {F; - [Q + dA/dt] + A; - dFy/dt}
+dU/do - {F, - doydt + ¢, - dFy/dt} ) + de/dt. @)

There are now three unknowns: I, dI/dA, and dI/d¢. As before, with N satellites tracked, there are
N such equations, which can be written in the form of a single matrix equation:

V=W-G. ‘ %)

In Equation (5), V is a column vector containing the measured values of dA/dt for the N
satellites normalized by the factor 1/0.325, W is the N x 3 matrix containing the calculated
geometrical coefficients for the N satellites, and G is a column vector whose elements are the
unknowns:

G = (1, dVdA, dl/do)”. (6)

If N is equal to or greater than three, the set of equations can be inverted to obtain I, dI/dA and
dl/d¢. The least-squares solution is described by the matrix equation:

G= [WWI'W'. V. 0

The values of I, dI/dA, and dI/d¢ obtained from the solution are uncertain due to noise on the
code-carrier differences. This is caused by receiver code correlator noise, and multipath noise
that mostly affects the code ranges. The resulting noise on the output vector G can be estimated
from the properties of the matrix [W'W]'W". Under the simplifying assumption that the noise
on the output quantities is not correlated, the mean square output noise is proportional to the
diagonal elements and the rms noise on the divergences. Experimental data show. that the
magnitudes of the elements are, generally, slowly changing functions of the satellite constellation
geometry. From time to time, the geometry becomes less satisfactory for determining one or
more of the output quantities. This condition is associated with the appearance of unusually large
values of the diagonal elements.

3. TESTS OF THE ALGORITHM

The system used in the experiments to be described consists of an 8-channel, modular, C/A code
receiver [10] fed by a choke-ring antenna. As discussed elsewhere [6], the receiver’s crystal
oscillator is phase-locked to an external frequency standard in order to make it easier to detect
loss of phase lock. Raw data from the receiverareprocessed on-line by an external computer. The
program calculates the code and phase ranges each second, and smoothes the code-carrier
divergences using a filter with a pole frequency of 0.067 radian per second. Each 15 seconds,
the value of the filtered divergence, the obliquity, the latitude offset, and the longitude offset for
each satellite are stored in an array in memory. Pointers are maintained to indicate the start and
finish of continuous tracking for each satellite.

Every 10 minutes, the stored data from all satellites that have been continuously tracked during
the preceding 2400 secondsareanalyzed in the on-line computer. Linear regressions of length
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2400 seconds are used to estimate the rate-of-change of the code-carrier divergence and the rate-
of-change of the obliquity. The obliquity. and the offsets dA and d¢ are averaged over the same
interval. This dataarethen used to calculate the unknown vector G using the matrix relationship
given in Equation(7),Although linear regressions may not be optimal for determining the rate of
change, they are used in preference to IIR filters, because there is no settling time. The chosen
length of the linear regressions represents a compromise between data latency and noise.

Comparing the noise variances on I and dI/dt (equal to € - dI/dA) shows that a filter whose output
approaches the integral of dI/dt in the short term, and the value of I in the long term can be used
to reduce the noise on the estimate. A robust filter was devised to implement this principle using
a cross-over time of 1 hour. The magnitudes of the diagonal elements of the matrix are used to
determine whether the filter uses the current input quantities or values extrapolated from times at
which the noise was satisfactory. The filter algorithm is based on the code-carrier smoothing
filter typically used in GPS receivers.

To evaluate the performance of the filter and the algorithms described by Equations (1)-(7),
stored raw GPS datawereused to emulate the ionosphere delay given by the GPS built-in single-
frequency model. In selected raw data files, the measured code-carrier differences for each
satellite were replaced by calculated values obtained by doubling the delay given by the model
[11] using the actual values of the satellite elevation and azimuth. The o and § parameters in the
model were given the values contained in the satellite navigation message at the time. This
modified raw datawere then processed and filtered by the algorithms that were used for real-time
data processing. The recovered variation of [ was compared with values calculated directly using
the model.

The success of the method is indicated by the data shown in Figure 1. The estimate of I found by
the algorithm is in good agreement with the directly calculated value. It is clear that the use of a
2400-second processing span does not lead to serious rounding, although some ringing seems to
occur where the second derivative of I is large. A linear regression between the two sets of data
indicates that the values returned by the algorithm are smaller by a factor of 0.955. This may
result from the use of a first-order time model. When there is no curvature, the model values are
reproduced exactly by the algorithm. This is felt to be a good test of the data processing
algorithm because the model represents the typical time variation of I, and the coefficient matrix
values correspond to real satellite constellations.

When unmodified receiver raw datawereprocessed in real-time, estimates of the three parameters
included in the output vector G were obtained at 10-minute intervals. The outputs of the robust
filter were written to a file. Data obtained over a 15-day period wereused for a comparison with
the TONEX ionosphere maps generated by the IGS from a worldwide array of dual-frequency
receivers. The IONEX data could usually be obtained by Internet ftp after about 7 days. The data
wereinterpolated for the latitude and longitude of the receiver at time intervals corresponding to
32 points per day.

Figure 2 shows a comparison between the output of the real-time single-frequency algorithm
discussed above and the IGS data from the CODE center for a :: » 3-day period. An ionosphere
slab height of 450 km is assumed in both calculations. For the data shown, the agreement is very
good. For the entire 15-day period for which both measurements are available, the mean
difference is -0.52 TEC units, and the rms difference is 3.8 TEC units. There was no significant
difference between the estimates from the two single-frequency receivers used, showing that
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receiver noise had a negligible effect. The noise on the solution is probably mainly due to
multipath effects. ’

4. CORRECTING THE RECEIVER TIME OUTPUT

Each second, the GPS receiver averages satellite tracking data to estimate the bias between its
internal clock and GPS time. At the next second, this result is communicated to the user when
the receiver emits a timing pulse aligned as closely as possible with the exact second. If the
receiver is set to output UTC time, it applies the UTC/GPS correction contained in the navigation
message, thereby relating the time of the output pulse to UTC(USNO,MC). To compensate the
output using the measured ionospheric delay, the system calculates the amount by which the
receiver output pulse has been delayed using the values of I, dI/dA, and dI/d¢. The result is
provided numerically to the user,who can then use it to correct the result of the measurement of
the time difference between the receiver output pulse and the 1 PPS pulse of the time-scale to be
synchronized. The correction 8t is given by a summation over the N satellites that are in the time
solution for that second:

0t=05416-F,- X (I + dUdA- A +dl/dd-¢;)/N. ®

In these experiments, the time differences are averaged over the 600-second intervals between
calculations of the ionospheric delay parameters. It is necessary to calculate a correctly averaged
correction using the ionosphere values propagated to the mid point of the averaging interval,
which is done as follows. The geometrical quantities F;, F; - A;, and F; - ¢; are calculated each
second, averaged over the satellites that are currently in the time solution, and stored in memory.
After 600 seconds, the average of the accumulated counter readings is calculated. The averages
of the three geometrical quantities over the previous 600 seconds are used with the delay
parameters to calculate the estimated correction to the averaged time-difference, dt*:

St* =0.5416 - (I- X <F> + dU/dA - £ <F; - Ai> + dl/dd - Z <F; . ¢;> )/600. ®

In this equation, triangular brackets denote averaging over the satellites that are used by the
receiver in the time solution for a given second, and the summation is carried out over the most
recent 600 solutions. The ionosphere estimates, the number of satellites in the estimate, the raw
counter average, the counter rms, and the counter average corrected by Ot* are included in the
file output.

5. TIME STABILITY EXPERIMENTS

To evaluate the success of the method, the time-differences between a local time-scale and the
1PPS outputs of the two receiver systems using the real-time ionosphere correction were
measured for several weeks. One receiver was set to output UTC(USNO,MC) via GPS and the
other was set to output GPS time. The built-in ionosphere correction was turned off in both of
these receivers. The raw time differences, the real-time ionosphere estimates, and the corrected
time differences were logged at 10-minute intervals. The time difference was also recorded for a
conventional receiver system using the GPS single-frequency ionosphere correction. An
independent receiver was used to log page 18, sub-frame 4, of the navigation message so that the
current GPS-UTC correction and the ionosphere model parameters could be obtained for
comparison. All receivers used the same choke-ring antenna.
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The local time-scale consisted of an active ensemble of two high performance 5071As that was
disciplined to UTC(USNO,MC) by a feedback loop with a time constant of 10 days. The time-
difference between the 1 PPS output of the local ensemble and UTC(USNO,MC) was determined
by common-view measurements as described elsewhere [3]. About 35 common-view passes
could be compared daily using the BIPM USA (east coast) schedule. In the time comparison
experiments to be described, a correction for the local time-scale was obtained by smoothing the
common-view differences using ‘a sliding filter with triangular weighting and a peak-to-peak
width of 2 days [3].

The upper curve in Figure 3 shows the variation of the time-difference between the corrected
local time-scale and the raw output of a receiver with the GPS single-frequency model disabled,
and the GPS/UTC correction enabled. The data havebeen shifted up by 50 ns for clarity. The
time difference is dominated by the daily variation of the ionospheric delay, which has a fairly
constant peak-to-peak amplitude during this period. The amplitude of the component at one
cycle-per-day was determined by Fourier analysis to be 26 ns with a phase corresponding to a
daily maximum at 21:05 UT.

The lower curve in Figure 3 shows the measured time -difference for the same period between the
corrected local time-scale and the receiver with the GPS single-frequency model and the
GPS/UTC correction enabled. Daily effects can be seen, suggesting that the built in ionosphere
correction was not completely effective at this time. The effects are significantly bi-modal,
corresponding to the rising and falling edges of the actual delay. It appears that the effect is due
to a phase difference between the real ionosphere delay, shown in the upper curve, and the
single-frequency correction, which has a maximum at 22:14 UT at the longitude of the receiver,
—122.15 degrees. This effect is characteristic of the data during this particular period, and is not
always observed.

Correcting the measured raw time'difference according to Equation (9), using the ionosphere
model calculated in real-time, was found to reduce the effect of the ionosphere delay by a factor
of 10, or 20 dB. Fourier analysis showed that, after correction, the time difference still contained
a 1 cycle-per-day (cpd) component in phase with the original ionosphere effect. For both of the
receivers studied, the 1 cpd component was minimized if the average correction &t* was
increased by a factor of 1.10. The rejection was then about 26 dB.

There are several possible explanations for this unexpected result. The results, shown in Figure 1
indicate that the algorithm has an effective scale factor of 95.5% when typical emulated dataare
used. It might be expected that the correction would have to be increased by about the reciprocal
of this factor. Further inaccuracy may result from the use of a simple slab model for the
ionosphere. Recent work has attempted to extend the ionosphere model to include its distribution
with respect to height [12]. There is currently great interest in the use of advanced ionospheric
models for aircraft navigation, but it is not yet clear how they would affect the compensation of a
time receiver. The agreement between the ionospheric parameters and the IGS model is not
surprising because both calculations are base on a slab ionosphere model with a height of 450
km. It should be pointed out that the accuracy of the IGS orbital and geodetic results does not
depend on the ionosphere model used because the ionosphere delay is removed directly by dual-
frequency ranging.

An alternative explanation is that some other daily variation such as a daily environmental
change in the system group delay was being compensated. This seems unlikely because of the
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stability of the effect, and its accurate agreement in phase with the ionosphere maximum. The
same argument can be used with respect to any possible multipath effect, which would also have
a 1 cpd periodicity.

Figure 4 shows the time differences with respect to the corrected local time-scale for the two
receiver systems using real-time ionosphere correction increased by the experimentally
determined factor 1.10. The upper curve is for the receiver operating in GPS time, and the data
havebeen shifted up by 40 ns for clarity. (The 13-second integer time-difference between GPS
time and UTC does not affect the data, whicharemodulo 1-second.) The data show a slow run-
out of about 20 ns peak-to-peak between the local time-scale corrected to UTC(USNO,MC) and
the receiver output during 14 days. The lower curve shows the time difference between the
corrected local time-scale and the output of the ionosphere corrected receiver using the
UTC/GPS correction. The data show significantly less long-term run-out, but the short-term
variation appears to be less smooth. This is possibly due to the step-wise evolution of the
GPS/UTC correction, The overall rms deviation over the 14-day period is 5 ns. Fourier analysis
shows that the remaining amplitude at 1 cpd is less than 1 ns. Possible remaining sources of noise
include satellite ephemeris errors, including clocks, and multipath effects. The magnitude of the
noise is consistent with recent measurements of the accuracy of the signal in space [14].

The absolute values of the time-differences shown in Figures 3 and 4 are not significant. The CV
receiver system has been accurately calibrated at NIST, but no attempt has been made to
calibrate the absolute delays of the other receivers.

6. SUMMARY

We have demonstrated that the local GPS L1 ionospheric delay can be accurately estimated in
real time with a single-frequency receiver by using the GPS observables from several satellites.
The TEC values obtained assuming a slab ionosphere model at 450 km compare well with data
from the JONEX maps produced by the IGS network. Our method currently involves averaging
the raw data over 2400 seconds to minimize noise, and this does not seem to reduce the accuracy
of the estimate significantly.

We have shown that the real-time delay estimate can be used to reduce the short-term effect of
the ionosphere on the output of a single frequency time receiver. To optimize the correction of
the ionospheric delay, it was found necessary to increase the magnitude of the delay estimate by
a factor of 1.10. The reason for this is not yet completely understood, but it may be due to the use
of a simple slab ionosphere model, and the neglect of second order time differences. This effect
could possibly be studied by analyzing code-carrier divergences flattened with the calculated
ionosphere model. At the latitude of the experiment, 37.68 degrees, the amplitude of the daily
ionosphere effect could be reduced by 26 dB. More experiments would be useful to find out
whether long-term effects that we have reported elsewhere [3], are also reduced.

In these experiments, a time correction was calculated every 10 minutes and applied to the
average of the time differences measured over the same period. In an application such as a
disciplined oscillator, where a less stable local clock must be steered, it would be possible to
correct the time difference much more frequently without significantly increasing the
computational load.
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Figure 1. Curve a: Zenith TEC value calculated using the GPS single-frequency model. (Data
shifted up 50 TEC units for clarity.) Curve b: The zenith TEC calculated by the real-time
ionosphere algorithm from raw data emulating the single-frequency model, with the same
values of o and B (from the current navigation message). Curve c: The difference between curves
b and a.
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Figure 2. The figure shows a comparison between the output of the single-frequency algorithm
and IGS data. The solid curve is the filtered output of the algorithm, calculated in real-time. The
solid points represent IONEX data obtained about 7 days later from the IGS Berne computation
center (CODE), interpolated to the latitude and longitude of the single-frequency receiver at a
rate of 32 points per day.
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Figure 3. Upper curve: The measured time difference between the corrected local time-scale and
the raw output of a receiver using no ionosphere compensation. The GPS/UTC correction is
enabled. (Data shifted up by 50 ns for clarity.) The time difference is dominated by the daily
variation of the uncorrected ionospheric delay. The lower curve shows the corresponding time-
difference for a receiver with the GPS single-frequency model enabled.
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Figure 4. Time differences between the corrected local time-scale and the 1 PPS outputs of two
receivers compensated using the real-time ionosphere estimation technique. The magnitude of
the compensation has been enhanced by a factor of 1.10, as discussed in the text. Upper curve:
UTC/GPS correction disabled. (Data shifted up 40 ns for clarity.) Lower curve: UTC/GPS
correction enabled. The dataarecomposed of 10-minute averages, and the absolute values of the
time differences are not significant.
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Questions and Answers

THOMAS CLARK (NASA Goddard Space Flight Center): What was the receiver and firmware?

ROBIN GIFFARD: Motorola Oncore VP. Of course, I'm just using standard pseudo-range on
carrier phase. So it could be done by another receiver.

CLARK: I was going to ask which firmware did you use?
GIFFARD: It’s 8.9 or 10, I'm not sure. It is important to get beyond 8.9.

BOYD MOORE (ITT Industries): Because solar flux affects ephemeris drastically, right? For
lower orbits, I don’t know about that height. I wonder if there is a correlation between solar
flux affecting your TEV and ephemeris. Could you comment on that?

GIFFARD: I don’t think I can comment on that. I'm sort of focused on producing a real-time
answer, so I don’t have time with this equipment. I can’t calculate autonomous orbits or
anything like that. So if there were such an effect, that would certainly spoil the result.
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Abstract

We are developing a new GPS common-view time transfer receiver to support both International
Atomic Time (TAI) and comparison of frequency standards. Our goal is to realize a time-transfer
accuracy of one ns or below, and time-transfer stabilities of 0.5 ns out to 1 year. Having obtained
consistent stabilities at 100 ps or below with common-clock experiments out to 1 month with three
laboratory prototype systems, we are now building a unit that can be moved among different timing
labs. We show studies of three different time-interval counter cards considered for this project,
revealing stabilities as a function of temperature and supplied voltage.

INTRODUCTION

We have developed a common-view time transfer receiver using a commercial GPS engine [1]. We
have stabilized the time delay through the receiver by controlling receiver temperature, and supply
voltage, and by minimizing reflected power through the downlink antenna cable [2]. Three prototype
units have obtained pair-wise common-clock Time Deviation (TDEV) stabilities below 100 ps for
periods from 1 d to 10 d and longer. This can be seen in Figures 1 and 2. Figure 1 shows data from

MIJD 51600 (January 7, 2000) to MJD 51835 (October 8, 2000) for the common-clock common-view
difference between two units, N3 and N2, whose antennas are separated about 10 m. Figure 2 shows

the TDEV of the data from Figure 1. Figure 3 shows the outdoor temperature for this period. While
there are large changes in temperature, the data do not visibly exhibit a correlation. Nor do the TDEV
data show evidence of a +1 slope in long term. This would occur if parabolic behavior appeared due

to a measurable annual variation. We are now interested in building a portable system which can be
moved to different sites, to determine its capabilities for common-view time transfer over longer
baselines.

Common-view time transfer is one of the two main systems for measuring clock differences as input
for the generation of International Atomic Time (TAI) [3]. A receiver was developed in 1980 at NIST
(then NBS) that has been used since then as the most popular receiver for this purpose. There is a need
to replace it with newer technology. While there has been significant research in developing new

"Contribution of U. S. Government, not subject to copyright
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common-view systems, the goal of receiver stability below 1 ns for time periods of 1 year still remains
a challenge. The prototype systems we have built may be able to achieve this.

We are packaging the system in a design which can be moved to other labs. This includes a rack
mounted PC, a temperature-controlled receiver, and a choke-ring mounted antenna, with electronics
underneath it. The PC will contain a time-interval counter on a card that plugs into the PC bus. We
discuss the design of this system here, and report tests of some of the components. In particular, we
studied the stability and accuracy of various counter cards with variations in temperature and voltage.
We also have stability measurements using the antenna system for the new unit. Here we have
duplicated the design that terminates the antenna cable with 50 ohms at both the antenna and the
receiver.

A STUDY OF THREE COUNTERS

The receiver needs a counter that plugs into the PC bus. Our three existing systems use counter cards
that were built at NIST by D. Davis [4] some years ago in support of a project to build a two-way time
transfer modem. These have been shown to be accurate to better than 100 ps. Since we don’t have any
more of these, we needed to find an alternative counter that is accurate to 100 ps or better. We studied
three time-interval counters for this purpose: two made under contract especially for NIST, and one
manufactured commercially. We refer to the two counters built for NIST as DD and BD, and the
commercial counter as GT. The BD counter has been studied in [5].

We studied the variations of the three counters’ time-interval measurements with voltage and with
temperature. We did this by placing a PC in a temperature-controlled chamber. We then altered aPC
bus extension card so we could supply the +/- 5 V and the +/- 12 V from an external power supply.
This allowed us to control the counters and collect the data using the PC, while independently
controlling and monitoring the power supply voltages.

When counters showed a dependence of the measurement on voltage, it was only on the +5 volts. The
results are summarized in Table 1 below.

Table 1
+5 Volt Dependence Temperature Dependence
ps/V ps/°C
DD Counter negligible 15.6
BD Counter 800.7 3.2
GT Counter -2704.4 21.2

We decided to use the DD counter both because of availability and because of the above results.
The various counters can be calibrated against a more accurate counter, and the result of this
calibration used in the receiver software. This will change with the instability of the counter
and its internal calibration. It appears that all the counters studied can be calibrated to an
internal consistency of 100 ps.
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STABILITY OF ANTENNA AND CABLING SYSTEM

We have shown that the long-term stability of a common-view GPS receiver can be significantly
improved by reducing coherently reflected signals in the antenna cable [2]. We have duplicated the
systems we used previously for this purpose. We provide a temperature-stable 25 dB amplifier after
the antenna, followed by a DC-pass-10 dB attenuator, then a temperature-stable antenna cable down to
the lab, then another 10 dB DC-pass attenuator. The stability of this system has reproduced previous
results. Figure 4 shows common-clock common-view difference between the NO1 receiver with the
new antenna system, and another, N0O3, from MJD 51803 to 51862, September 15-November 13,2000.
Figure 5 shows the TDEV of these data. We obtain TDEV stabilities of under 100 ps from 1 d on,
independent of temperature or rain. Snow, on the other hand, causes delay shifts, presumably because
of effects from covering the antenna.

FUTURE WORK

We are planning to build a temperature controller around the GPS engine, and a precise power supply.
We also plan to package the counter in a rack-mountable PC that will control both the counter and the
GPS receiver. This is functionally equivalent to what we have done in our three prototype systems, but
this operational system will use more compact than the prototype.

REFERENCES

[1] We used a Motorola VP ONCORE receiver for our commercial engine. We mention the
trade name for completeness. No endorsement by NIST is implied. We are aware that
these receivers are discontinued, yet we have a number of them available which we can
use.

[2] M. A. Weiss 2001, “Long-term effects of antenna cables on GPS timing receivers,”
Proceedings of the 2001 IEEE International Frequency Control Symposmm 6-8 June 2001,
Seattle, Washington, USA (in press).

[3] C. Thomas 1997, “The accuracy of International Atomic Time TAI ” Proceedings
of the 11th European Forum on Time and Frequency, 1997, pp. 283-289.

[4] V. S. Zhang, D. D. Davis, and M. A. Lombardi 1995, “High resolution time interval
counter,” Proceedings of the 26th Annual Precise Time and Time Interval (PTTI)
zi\pplziggtions and Planning Meeting, 6-8 December 1994, Reston, Virginia, USA, pp.
91-200.

[3] A. N. Novick, M. A. Lombardi, V. S. Zhang, and A. Carpentier 2000, “4 high perfor-
mance multi-channel time-interval counter with an integrated GPS receiver,”
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Abstract

Recent advances have allowed Boeing GPS navigation payload analysts the ability to transfer,
archive, and manipulate Master Control Station (MCS) Kalman filter data. Previously, access to
these data was cumbersome and restricted to a limited timespan. The new data retrieval process
has proven to be useful in many areas of GPS analysis, including frequency standard performance
characterization. Both routine and anomolous frequency standard performance analysis techniques
are enhanced by considering the characteristics and trends of key MCS filter variables.

This paper describes the methodology by which the MCS Kalman filter data is attained. It also
examines situations in which MCS Kalman filter clock state estimates and navigation performance
metrics have proven to be useful in analyzing frequency standard performance. Examples include
routine examination of frequency standard stability using MCS phase offset estimates, analysis of
MCS frequency offset estimates before and after a “clock q-bump,” and comparison of MCS clock
state estimates versus those of the National Imagery and Mapping Agency (NIMA). Conclusions
reveal that new, valuable insight is gained by considering MCS Kalman filter data when performing
frequency standard analysis.

MCS KALMAN FILTER DATA TRANSFER METHODOLOGY

Until the summer of 1999, analysis of GPS Kalman filter data was limited to on-line tools. Because of
security constraints and the awkwardness of the Jovial-based architecture, the ability to move data off-line
and employ COTS analysis tools was labor-intensive and, in practice, rarely done. Instead, most analysis
was done on-line and in real-time. The on-line tools are relatively effective in spotting and analyzing
anomalies as they occur, but any additional analysis often has to be performed by outside agencies.

Beginning in the summer of 1999, Boeing personnel working at the MCS began retrieving selected MCS
data from the on-line system and archiving it off-line. This method of archiving data allowed much
greater flexibility for analysis. COTS tools such as Stable32 and MS Excel could be used to analyze and
graphically display the data. Also, time spans are limited only by the beginning of this archive. Many
on-line tools are restricted to accessing data from the last 48 - 72 hours. Even MCS tapes containing
stored data are erased within 6 months.

The data retrieval activity is a three-step process. First, one or more batch scripts are run on the standby
mission package. The standby mission package is identical to the active mission package, and is kept in a
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state of readiness in case there is a need to switch-over. The batch jobs are run on the standby package to
prevent any slow-downs of the various processes required to run the MCS mission package. Once the
batch jobs have created the files containing the various GPS performance data, the files are transferred to
a classified PC. This is a relatively slow process; 1 day's worth of data takes approximately one hour to
transfer. Once the files are on the classified PC, they are transferred to a zip drive by secure means.
Finally, the files on the zip disk are moved to an unclassified PC and archived on the Schriever AFB
LAN.

This rather tedious, labor-intensive process is performed-every weekday to ensure that the archives have
the most up-to-date information available. The information is in ASCII format and can be read by most
COTS analysis tools.

Clearly, the process would be improved by automation. Boeing personnel, in conjunction with the Air
Force and other GPS contractors, are trying to streamline the process. Several issues remain to be
addressed. Security is a major issue. Several aspects of the GPS mission package are classified. Any
scheme to remove data (even unclassified data) from a classified system requires extensive security
reviews. Several means of removing the data from the systém have been rejected for security reasons.
Our ultimate goal is to have the additional MCS data automatically downloaded to the Integrated Mission
Operations Support Center (IMOSC) terminals, where an ensemble of Windows-based analysis tools will
reside.

The advanced age and complexity of the MCS Legacy system is another difficult issue. The Air Force is
trying to move MCS operations to a newer, more advanced system. This makes it very difficult to
commit resources to upgrading the older, Legacy system. Although the new system is not expected to be
delivered for several years, few MCS Operational Control System (OCS) resources are devoted to the
outgoing Legacy system. Despite these challenges, the authors believe that the data retrieval and archival
process can be streamlined and that this valuable effort will continue.

Currently, 18 files are transferred on a daily basis. This list of files contains the following data: Kalman
state estimates (including backup and KF maintenance activities); reference trajectory data and coordinate
system (ECI-ECEF) transformation data; GPS-UTC steering activity; smoothed measurements and
residuals; navigation message upload data; and performance monitoring data (Estimated Range
Deviations (ERDs), Observed Range Deviations (ORDs); and navigation solution (NAVSOL) data).

ROUTINE DATA ANALYSIS

Transferred MCS data, along with downloaded NIMA ephemeris and clock data, and published Notice
Advisories to NAVSTAR Users (NANUSs), are combined to generate 3 groups of periodic reports:
weekly, monthly, and quarterly.

The weekly report consists of an upload count plot (see Figure 1), which shows the number of navigation
uploads transmitted to each SV over the previous week. A health scan is also done, and only those
uploads transmitted while the SV was healthy are counted. This report grew out of a contingency upload
list which formerly was manually transcribed from crew Payload Systems Operator (PSO) log records.
Reasons for excessive uploads are listed on the chart. Typical reasons for additional uploads include AFS
instability, momentum dumps,and eclipse season operations.

Weekly ERD plots (see Figure 2) are used to investigate reasons for extra uploads. These charts are
compiled weekly, but not distributed due to their large file size.
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Monthly reports include a constellation ERD summary, an upload count summary, an upload aging
summary, and a NIMA vs. MCS clock stability comparison chart. The ERD summary chart (Figure 3)
lists an average daily RMS value for the constellation (both with and without GPS IIR SVs included),
along with a monthly average daily RMS summary by SV. Finally, notes describe the poorest and best
performers in the GPS constellation.

The monthly upload summary (Figure 4) shows the average number of uploads per day (while SVs are
healthy) for the entire constellation for the past 6 months. Also included in this report are the daily
upload statistics for each SV for the current and previous months. A table at the bottom lists SV outages.

Monthly upload aging plots (Figure 5) are compiled each month for each SV over a two-week and 60-day
duration for the period .2. months prior to the current month. In these reports, every upload built for
each SV for the month is reconstructed and compared to NIMA precise ephemeris and clock data. Mean
uploads for each SV are plotted. Over 6,000,000 data points are processed each month to generate the
upload aging report. [1] '

The NIMA vs. MCS comparison report is also accomplished on a monthly basis. This report compares
the stability (Hadamard deviation) of the MCS Kalman clock phase estimates with the phase estimates
derived through NIMA post-processing. This check is accomplished on a Windows-PC platform using
Stable32 developed Hamilton Technical Services. Three examples are discussed in more detail in the
next section.

In addition to weekly and monthly reports, the quarterly reports contain a 90-day ERD summary for each
SV (average and RMS daily statistics), and an overall ERD summary (see Figures 6 & 7).

RESULTS OF DATA ANALYSIS

NIMA Vs. Kalman Comparison

Figure 8 is an example of a "good" stability comparison between NIMA and MCS Kalman data. In this
case, the Hadamard deviation plots line up on top of each other for © > 2000s. For T < 2000s, there is
some divergence, but as this occurs for every satellite in the GPS constellation, it is assumed that this is
due to processing differences between the MCS and NIMA.

Figure 9 is an example of a "poor" comparison between NIMA and MCS Kalman data. In this case, the
phase data supplied by the MCS Kalman filter indicates a more stable clock than NIMA's phase data.
This is due to the process noise values (Q's) that are specific to that particular clock. As a clock's
characteristics change over time, the process noise values are periodically updated. Since new process
noise values are derived approximately once per quarter, it is possible that a frequency standard's current
performance characteristics can be different than the performance characteristics as measured several
months ago.

Figure 10 is an example of intentional clock-ephemeris "cross corruption” of MCS Kalman filter states.
In this case, the frequency standard has known, time-dependent, periodic behavior. Since the MCS
Kalman filter can not model periodic behavior in the clock states, the process noise values (Q's) are set
artificially tight. In this manner, periodic behavior in the clock states is transferred to the ephemeris
states. Although this results in the separate ephemeris and clock states being modeled improperly, the
combination results in a more accurate navigation solution.
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SVN 19 Frequency Step Analysis

On May 25, 2000, SVN 19's Cesium Frequency Standard #3 experienced a frequency offset shift of
approximately 2E-12 s/s. Frequency jumps, although not common, are on-orbit anomalies that 2 SOPS
operators expect from time to time. Although there is nothing that 2 SOPS can do from a hardware
perspective to minimize the effect of such perturbations, proper MCS Kalman filter maintenance can
ensure a minimal impact on navigation signal accuracy, as well as on the MCS crew workload.

Each satellite’s process noise values (Q’s) are optimized for day-to-day operations, and do not take
anomalous behavior such as frequency steps into consideration. In the case just described, it is the job of
2 SOPS analysts to adjust the filter to allow for the frequency step. This is accomplished by re-
initializing the clock process noise to a database value. This procedure is known as a clock "Q-bump.'

The transferred Kalman data, along with a set of "truth" data (in this case post-processed NIMA data),
provides valuable insight into this anomaly, its effects, and the 2 SOPS corrective action taken. Figure 11
shows a plot of the phase-derived NIMA frequency offset estimates for SVN 19 during the timeframe of
the frequency step. As seen in the figure, the frequency offset shifted at approximately 18:00 Z on
5/25/00. Also seen in this figure is the MCS Kalman filter frequency offset estimate before any filter
maintenance was performed (Pre-Q-Bump). It is seen that the MCS filter frequency offset estimate did
not react instantaneously to the frequency step (as discussed, the filter is designed for prediction purposes,
and nominally does not expect a sudden shift in frequency). Once MCS operators observed the problem,
a clock state Q-bump was performed. The figure shows how the filter adjusted its frequency offset
estimate to fall in line with what actually occurred on the spacecraft.

Figure 12 shows not only the NIMA (non-phase-derived, in this case) and MCS frequency offset
estimates, but also how the MCS mismodeling affected the navigation signal. It is clearly seen that SVN
19's navigation signal accuracy was degraded during the period of misestimation, and the MCS crews
were kept busy re-uploading the navigation message. (New uploads appear as downward spikes in ERD
data.) However, it is also seen that once the clock Q-bump was performed and the spacecraft was
uploaded with an adjusted navigation message, the ERD runoff was much less severe, and eventually
performance returned to normal. This careful post-anomaly analysis allows us to refine operational
recommendations and procedures to minimize navigation signal accuracy and GPS crew impacts.

SVN 22 C-Field Tune Analysis

The current operational method of changing a GPS frequency standard's output frequency is to tune its C-
field. After a C-field tune is commanded, the previous MCS Kalman filter estimate of the clock frequency
is incorrect, and a ranging error runoff will occur. To correct this error, 2 SOPS operators use navigation
signal data collected at the MCS monitor stations to calculate the new clock frequency and update the
Kalman filter's state estimates. ‘

Figure 13 shows data from a C-field tune which occured on SVN 22's Rubidium Frequency Standard #1
on 6/15/00. As is typical in the case of a C-field tune, the spacecraft was set unhealthy to users (this
timeframe can be seen as the shaded area in the figure). In this case, one can observe from comparing
NIMA frequency offset estimates to MCS Kalman filter estimates that the MCS estimate was not optimal
at the conclusion of the C-field tune and associated filter maintenance. Although the MCS estimate was
close enough that the spacecraft could be set healthy, several additional navigation message updates were
necessary during the first couple days following the event. ERD levels did not stay consistently low until
the MCS estimate caught up with the actual frequency offset.
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CONCLUSION

The ability to transfer Kalman filter data from the MCS to an offline system has proven to be extremely
valuable to Boeing navigation payload analysts. This capability has provided insight into many aspects of
GPS navigation payload analysis, including frequency standard trending and anomaly resolution.
Although the transfer process is currently fairly combersome, plans for the future include an emphasis on
ease of use and automation. It is hoped that the continued utilization and refinement of this data transfer
process will assist Boeing in not only improving frequency standard analysis techniques, but in
continuing to provide 2 SOPS and the user community the best overall GPS support possible.
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NOTES:

SVN16 Upload June 2080 UREs varied at 15 days from helow 75 meters to over 1500 meters.
SVN18 was decommissioned during June 2000.

Bad upload data from SYN32 was edited out.
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Figure 6. Quarterly ERD Performance Chart (SVN26).
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Hadamard Deviation
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Abstract

The primary responsibility of the Time and Frequency laboratory of the CSIR-National Metrology
Laboratory (CSIR-NML) is the maintenance of the South African time scale. To perform this
duty, the highest level of accuracy in time transfer is required. To this end a multi-channel GPS
receiver was developed in the Time and Frequency Laboratory, as a replacement for the NBS-type
single-channel receivers. This paper discusses the development of this Motorola-based GPS receiver.

INTRODUCTION

In 1998 the Time and Frequency laboratory of the CSIR - National Metrology Laboratory (CSIR-NML)
had to decide on its replacement strategy for the NBS type Allan Osborne and Associates (AOA) TTRS
and TTRS5A single-channel Global Positioning System (GPS) timing receivers. These receivers would
have stopped working at the GPS week rollover, which occurred on 22 August 1999 at Oh Coordinated
Universal Time (UTC). It was extremely important to replace these receivers, as they formed the primary
traceability link for time in South Africa at that time.

Several options were available to the CSIR-NML. These included replacing the firmware of the AOA
receivers, purchasing new timing receivers and designing and building receivers in-house. The
replacement of the firmware of the AOA receivers was ruled out due to cost and the age of the receivers.
The purchase of new timing receivers was ruled out due to cost.

The most cost-effective solution to this problem was the development of new GPS timing receivers at the
CSIR-NML. An additional benefit of this solution is the development of expertise in the operation of GPS
receivers, generation of Consultative Committee on Time and Frequency (CCTF) Sub-group on GPS and
GLONASS Time Transfer Standards (CGGTTS) GPS data format files,and interpretation of GPS timing
results. Utilizing this solution also means that the GPS receiver could be upgraded with relative ease as
new hardware becomes available, providing that the software interface remains compatible. An additional
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motivation for choosing this solution is that several other laboratories around the world have decided to
follow this route {1,2].

HARDWARE

Motorola has developed a GPS module specifically for use in timing applications, the model Oncore UT+.
This module forms the basis for the GPS timing receivers designed and operating at the CSIR-NML. Most
of the other timing centers use the older (and now discontinued) Motorola Oncore VP module.

In addition to these modules, each receiver consists of a power supply, data interface,and a Pentium-class
computer for downloading data and computing results. A counter in time-interval mode is used for
measuring the offset between the GPS One Pulse Per Second (1PPS) and the reference clock 1PPS (see
Fig. 1).

GPS Z
MODULE %g . RS232 | COMPUTER
28 |
O N
PSU m z
....................................................................... g
|_1PPS
REFERENCE TIME INTERVAL
1PPS COUNTER

Fig. 1: Block diagram of GPS receiver.

The computers used are Pentium class machines, running either the Windows NT4 or the Windows 95
operating system. The software development language used was Borland (now Inprise) Delphi 4, with
serial communication components by Turbo Power Software.

The counters used are Hewlett-Packard (now Agilent Technologies) model 53131A counters. These were

the lowest cost counters with sub-nanosecond resolution and remote programmability available on the
market at the time.
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SOFTWARE

The software developed had to generate data files in the CGGTTS GPS data format [3]. For this to be
possible, the contribution of each satellite to the timing solution generated by the receiver, had to be
extracted. In addition, the offset between the reference and the receiver had to be corrected for the
granularity of the receiver output.

Both this correction (known as the negative saw-tooth error) and the individual corrections for each
satellite are extracted from the Motorola receiver using the ‘En’ firmware command [4]. According to the
CGGTTS directives, a Common View (CV) track is 780 seconds long, and has 52 data points, to which a
least-squares linear fit is made. Each data point is the mid-way value of a fit to 15 consecutive readings (15
seconds) to which a quadratic least-squares fit is made.

At present the software developed for the receiver only calculates the average Elevation, Azimuth, and
Time Transfer values (Mid-point value, slope,and delta-sigma values). The UT+ module does not provide
a raw data output, which means that the internally generated values of the receiver must be used to report
the calculated values. The atmospheric corrections used are not available, although the module does have a
feature to turn the modeled ionospheric and tropospheric corrections on or off individually. Future
versions of the receiver (most probably with new hardware providing raw data output) will include the
modeled atmospheric corrections.

The computer software downloads several of the binary protocol messages from the GPS module. It also
receives the time-interval measurement from the time-interval counter. During iitialization the offset
between the reference and the GPS receiver is adjusted through a Motorola firmware command to be
within a 200 microsecond wide window, centered at 300 microseconds. This window is maintained
continuously, although it should never be exceeded during normal operation. This feature ensures that
proper timing is maintained for the signals. The offset introduced is subtracted from the result in software.

The first step is to correct the time-interval measurement for the negative saw-tooth error. This produces
the corrected offset between the GPS receiver 1PPS and the reference 1PPS. The individual satellite
contributions to the average 1PPS output by the receiver is then extracted and each observed satellite
offset is calculated. These values are calculated every second.

If the receiver is within a common-view track, the calculated values for each satellite is stored and the
relevant values, calculated according to the technical directives in [3],is computed and stored. In addition
to the CGGTTS data, a 5-second average value is also stored in a separate data file.

The Motorola Oncore UT+ cannot be forced to track only one satellite, or set to track a specific satellite
using a specified hardware channel. If a tracked satellite switches hardware channels during a track, that

measurement is flagged as “bad’” A comment is added after each recorded data track in the data file,
stating which channel was used to perform the measurement.

PRELIMINARY RESULTS

More than a year of data is now available from each of the receivers, which were installed in the TF clock
room in the week preceding the GPS week rollover. The calculated drift rates using the 5-second average
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values and the GGTTS data files agree very well with the results calculated using the 3S Navigation
R100/30T multi-channel receiver (reference receiver) CGGTTS data.

An offset has been noted between the Motorola and the reference receiver results, but it is not possible to
determine the source of this offset at this time, as none of the CSIR-NML GPS receivers have been
absolutely calibrated. A calibration receiver from the Bureau International des Poids et Mesures (BIPM)
visited the CSIR-NML during 1999, and the results of this calibration are expected soon. Once the results
are available, it will be possible to calibrate all the other GPS receivers of the CSIR-NML.

In Fig. 2 and 3 below the results for one of the Motorola GPS receivers are shown for a week and a month.
In Fig. 4 and 5 the results for the reference receiver is shown for the same period.

MOT: HP5071A vs GPS on TF_GPS1
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Fig. 2: Motorola data for MID 51630 to 51636.

The weekly data plot is generated using all full (duration of 780 seconds) tracks for the observation period,
with the full dataset being filtered using a 3-sigma filter. An additional constraint is placed on the 3-sigma
filter, that being a maximum allowable standard deviation of 1 microsecond (at present).

The monthly data plot is computed using all full (duration of 780 seconds) tracks for the observation
period, with the daily average and standard deviation being computed from a 3-sigma filtered subset of the
data (each subsetis 1 day’s data). The 3-sigma filter has an additional constraint, this being a maximum
allowable standard deviation set at 1 microsecond (at present).
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Fig. 3: Motorola data for March 2000.
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Fig. 4: 3S Navigation R100/30T data for MJD 51630 to 51636.
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Fig. 5: 3S Navigation R100/30T data for March 2000.
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Fig. 6: Daily averages of offset between 3S Navigation R100/30T and Motorola receiver.
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The offset between the two receivers for March 2000, as shown in Fig. 6, was found to be -151.2 ns, with
an uncertainty of 63.6 ns. The uncertainty was calculated using the average uncertainty for each receiver,
combined in a root-sum-square fashion with the uncertainty for the offset, which was 8.4 ns. This is not the
best method for determining the offset, as the values are most probably not statistically independent.

The relative high noise on the results obtained can be attributed to a number of effects. Since no detail
study of these differences have been made, it is not possible to pinpoint the sources of these differences.
One or more of the following can contribute to these differences: Motorola antenna not temperature
compensated, cables exposed to direct sunlight in daytime, position of Motorola antennas not knownwith
very high accuracy, inaccuracy of ionosphere and troposphere correction models in one or both receivers,
and perhaps some others.

FUTURE WORK

Further development of the Motorola-based GPS receivers are underway. The new M12 Oncore receiver
from Motorola is being evaluated at present. This module may be a worthwhile replacement for the
discontinued VP Oncore receiver, used in many parts of the world as the engine for GPS timing receivers
It is hoped that the M 12 will overcome some drawbacks of the UT+ Oncore.

In parallel to the Motorola Oncore M12 evaluation, an investigation of the capabilities of the u-Blox MS-1
receiver module is underway. This receiver uses the SiRF chipset, and can output raw GPS data. A project
is also underway to build a low cost temperature-stabilized antenna (TSA), based on the patch antennas
available from Motorola, as these TSAs reduce time transfer uncertainties considerably [5].

DISCLAIMER

Certain trade names and company products are mentioned in text of this paper. In no case does such
mention imply recommendation or endorsement by the CSIR - National Metrology Laboratory, or the
CSIR, nor does it imply that the products are necessarily the best available for the purpose.
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Abstract

On 1 May 2000, the White House issued a Presidential directive for the Global Positioning System
(GPS) to turn off Selective Availability (SA) on 2 May 2000. For nearly a decade, authorized user
performance of one-way synchronization via GPS has improved every single year. This paper provides
an annual assessment of how well the Global Positioning System can predict and disseminate UTC
(USNO) to these specified users, based on data generated and processed by the United States Naval
Observatory (USNQ). And, because the recent Presidential directive now permits civilian timing
users to exploit nearly the same, impressive time transfer accuracy of GPS, these annual metrics
now offer a fairly representative performance assessment for both military and civilian timing users.

INTRODUCTION

Many worldwide users of precise time utilize “one-way” GPS time transfer, also known as “direct-
access” GPS time transfer. In the direct-access GPS technique, a user can access a globally available
common time reference, UTC(GPS) [1], by employing only one receiver and taking advantage of the
available information in the broadcast GPS navigation message [2]. UTC(GPS) is GPS’s reaktime
prediction of UTC as maintained by USNO, known as UTC(USNO), and UTC(GPS) is traceable to
UTC(USNO). Empirically, this traceability has recently been at the 6-7 ns (1 sigma) level. The
worldwide availability of UTC(GPS) satisfies the intent of both Presidential and congressional mandates
to actively promote GPS as a global standard [3,4].

Direct-access GPS time transfer is mandated by the Master Positioning, Navigation and Timing Plan,
[CICSI 6130.01b] as the primary means for all Department of Defense (DoD) systems to access precise
time [5]. Direct-access offers advantages over point-to-point time transfer techniques (GPS common
view and Two-Way Satellite Time Transfer) that are most useful for military or military-related systems.
Though point-to-point techniques are suitable for high accuracy applications, direct-access GPS time
transfer doesn’t require station-to-station communications between users and other ground receiver
systems. Thus, direct-access GPS users can operate autonomously, in anonymity. Direct-access GPS

1The terminology “UTC{GPS)" is inconsistent with internationally accepted timing nomenclature in which the abbreviation in
parentheses following “UTC” is meant to refer to a timing laboratory that contributes clock data to the formation of the international
standard UTC(BIPM) and is steered to UTC(BIPM). The clocks used to create the independent GPS time scale are not used in the
formation of UTC(BIPM) and GPS timing information is steered to UTC(USNO). The terminology “UTC(GPS)” used by the authors
does not appear in U.S. Air Force documentation. —~the Editor
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time transfer has become a significant service for a diverse array of both military and civilian
applications.

The United States Naval Observatory (USNO) performs around-the-clock monitoring of the GPS
broadcast of time. USNO monitors three main time scales/references: 1) individual satellite time, 2) GPS
ensemble time (the GPS Composite Clock), and 3) UTC(GPS). USNO currently employs keyed duak
frequency (L1 and L2) receivers, capable of tracking P(Y)-Code, to perform this monitoring function.
USNO forwards daily time transfer information, gathered and processed from these receivers, to the
GPS control segment, which is operated by the 2d Space Operations' Squadron (2 SOPS). 2 SOPS, in
turn, usestheseUSNO data to, among other purposes, keep UTC(GPS) aligned with, and traceable to,
UTC(USNO).

As many know, not all GPS time transfer receivers are key-able, and therefore, not all GPS receivers can
track P(Y)-Code. These civilian, or “unauthorized;” receivers may not realize the same performance
that keyed, or “authorized” sets benefit from. In particular, since the granularity of the civilian C/A-
Code is a factor of ten worse than P(Y)-Code, some civilian users may experience slightly less accuracy
than military users; however, some manufacturers have, for the most part, overcome this accuracy
reduction with digital tracking algorithms. Also, the inability to track P(Y)-Code can translate into the
unavailability of duakfrequency ionosphere measurements; however, techniques, such as codeless dual
frequency, exist to produce ionospheric measurements that are almost as good as those produced by pure
dualtfrequency code tracking.

Additionally, users who choose to augment GPS receiver systems with atomic frequency standards and
all-in-view processing techniques can realize even further improved performance. This paper exclusively
reviews the recent performance of direct-access GPS time transfer for authorized users in a fixed
[surveyed] location scenario.

CURRENT TIME TRANSFER PERFORMANCE

Figure 1 shows a plot of the daily UTC(GPS)-UTC(USNO) time transfer root-mean-square (RMS) and
average (AVGERR) errors for January 1999 through September 2000. This metric essentially indicates
how well GPS is predicting and delivering precise time for the DoD. During this period, the time transfer
was 6.32 ns RMS. That is, a fixed-location authorized user, tracking one satellite at a time, typically
obtained DoD precise time with an accuracy of about 6.32 ns, 1 sigma. These numbers will not
necessarily represent typical error figures for all users, particularly if certain users operate unauthorized
receivers, have significant surveyed location biases or calibration errors, or experience unusual problems
with multipath, troposphere modeling, or environmental stability.

Numerous enhancements at both the GPS Master Control Station (MCS) and USNO have contributed to
this level of performance, well below the UTC(GPS)-UTC(USNO) budget total of 28 ns (1 sigma), listed
in the USNO/2 SOPS interface control document, ICD-GPS-202 [6]. The GPS Program Office is
currently reviewing documentation related to this error budget. Recently, USNO agreed to reduce its
Measurement calibration uncertainty allocation from 12 ns (1 sigma) down to 3 ns (1 sigma) [7].
Assuming the other contributing error budget components remain unchanged, this USNO change would
drop the overall error budget from 28 ns (1 sigma) to 25.5 ns (1 sigma) [8]. See Figure 2.
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GPS-UTC(USNO) PERFORMANCE

A critical element in the delivery of UTC(GPS) to users is the GPS timescale, called the GPS Composite
Clock, labeled herein simply as GPS. Typically, direct-access GPS time transfer users obtain satellite
time by locking onto a broadcasting GPS vehicle, subsequently obtain GPS time by correcting for satellite
clock offsets in subframe 1 of the navigation message, and finally obtain UTC(GPS) by applying GPS-
UTC(USNO) corrections in subframe 4, page 18 of the navigation message. [2].

The stability of GPS-UTC(USNO) significantly affects the performance of UTC(GPS)-UTC(USNO),
and usually serves as a second indication of how well GPS is delivering precise time. The daily GPS-
UTC(USNO) offsets, corrected for leap seconds, for January 1999 through September 2000, are
displayed in Figure 3. GPS remains well within ICD-GPS-200’s specification for |GPS-UTC(USNO))|,
1000 ns, corrected for leap seconds [2].

It is important to note that, contrary to popular opinion, GPS time was never designed to represent the
DoD’s precise time source, UTC(USNO). Rather, GPS time serves as a stable timescale internal to
GPS. For this reason, GPS time is not tightly synchronized to UTC(USNO). Instead, the MCS steers
GPS time only to keep its offset from UTC(USNO), corrected for leap seconds, within the limits of the
1000 ns specification. GPS time steering is currently significantly below the noise level of GPS time
itself, over satellite upload prediction spans. With this level of steering, the MCS is easily able to meet the
1000 ns specification without significantly degrading the stability of GPS time. By the way, users who
want GPS’s closest prediction of UTC(USNO) should make use of UTC(GPS), obtained by using the
timing information in subframe 4, page 18.

GPS TIMESCALE STABILITY

The stability of |GPS-UTC(USNO)|, based on daily GPS-UTC(USNO) data points provided by USNO
from October 1999 through September 2000, is presented in Figure 4. The 1 -day stability for 2000,
1.53 E-14, is consistent with typical performance demonstrated in recent years.

Note how the Allan deviation slope gradually changes to —1 at a tau value of around 10 days, indicating
the finite bounding of GPS-UTC(USNO). Additionally, note that the effective instabiuty caused by GPS
steering, at most, never approaches the inherent noise level of GPS-UTC(USNO) for tau = 1 day. One-
day stability is especially important, since 1 day is the nominal GPS navigation upload prediction span.
These indicators again demonstrate the effectiveness of GPS’s time steering algorithm—Ilong-term
synchronization at a very small sacrifice to short-term stability.

Also shown within the same figure is a plot of the stability of UTC(GPS)-UTC(USNO), showing the
superior long-term (tau > 1 day) stability of UTC(GPS) as compared to GPS time, highlighting a
difference between the purposes of GPS time and UTC(GPS). GPS time is designed for stability over
nominal satellite upload prediction spans (0-24 hours); UTC(GPS) is designed to deliver a prediction of
UTC(USNQO). The superior long-term stability of UTC(GPS) as compared to GPS time is a byproduct of
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this design. However, UTC(GPS) does exhibits inferior short-term (tau < 1 day) stability as a result,
because of the additional uncertainty of the subframe 4, page 18 time transfer parameters.

NEAR-TERM ENHANCEMENTS

Under current operations, 2 SOPS downloads USNO-generated time transfer information once per day,
shortly after 1500 UTC. 2 SOPS utilizes a 486-based computer, connected to a voice phone configured
as a modem, and software written in-house. This current setup is not officially integrated into the MCS
architecture, and therefore has no maintenance support or configuration control/management. Given the
criticality of GPS’s time transfer mission to the world, the community is currently pursuing the
establishment of a more formal interface between USNO and the MCS.

Several agencies, including the GPS Program Office, the Aerospace Corporation, 2 SOPS, USNO, and
the National Imagery and Mapping Agency (NIMA) have recently participated in technical discussions of
possibilities for formalizing a USNO-MCS data transfer interface. The discussions have covered
possibilities that would make use of the SIPRNET secure network and/or existing communication lines
between USNO, NIMA, and the MCS, to pipe USNO data into the MCS in near-real time.

The establishment of a near-real-time data interface between USNO and the MCS opens up possibilities
for optimizing GPS-UTC(USNO) predictions in the MCS. Under current operations, the MCS predicts
GPS-UTC(USNO) using the two most recent daily estimates of GPS-UTC(USNO), generated by
USNO using a least-squares fit on a 37-hour batch of individual satellite tracks based on broadcast
parameters.

Were the MCS, in the future, to obtain the individual tracks in near-real time, the MCS would experience
major benefits. In particular, near-real-time transfer of these satellite tracks would permit the MCS the
ability to apply corrections for known observables in MCS files, which are, in particular, the MCS
Estimated Range Deviations (ERDs). Applying these corrections would refine the quality of individual
satellite tracks by removing known broadcast errors. The MCS would, in turn, send these refined tracks
into a two-state Kalman filter designed to optimize estimation and prediction, tailored for the noise types
and levels inherent to the system. In essence, optimized estimation and prediction of GPS-UTC(USNO)
means that each satellite upload would have the most current, and accurate parameters in subframe 4,
page 18 of the navigation message. Translation—an optimization of GPS’s delivered prediction of
UTC(USNO). SeeFigures 5 and 6.

Additionally, near-real time data availability would permit around-the-clock direct access GPS time
transfer performance monitoring. The MCS monitors satellite ranging performance around the clock, it
does not currently have the ability to similarly monitor time transfer or GPS timescale stability. A
formalized, near-real time data interface between USNO and the MCS would change this.

The security, documentation, programmatic, and support issues associated with the establishment of a
formalized data interface are not insignificant. Ultimately, the community’s realization of the critical
dependence of GPS time transfer mission on the USNO-MCS interface will dictate the priority of
establishing formality to this data interface.
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LONG-TERM GOALS

In order to satisfy the intent of both Presidential and Congressional mandates to actively promote GPS as
a global time standard [3,4], a change in the GPS time transfer paradigm must occur. The perception that
GPS is a noisy transponder of UTC(USNO) must change. In reality, GPS provides an independent time
scale [GPS time] and a prediction of the offset between GPS time and the DoD Master Clock. Because
direct-access GPS time transfer users apply this predicted offset, broadcast in subframe 4, page 18, these
users are, in effect, realizing UTC(GPS). The operational and hardware changes required to realize the
vision of GPS as a distributed space-based clock are minimal. These changes will be documented in a
follow-on paper which will be offered to the PTTI Manager, the GPS Joint Program Office, the
Interagency GPS Executive Board and the National and International timing communities for their
consideration. The goal of this dialog is to reach consensus on the roadmap and technical end states
for GPS Time Transfer. These actions will be a part of on-going implementation of the GPS Presidential
and Congressional direction to make GPS useful to civilian users around the world.

CONCLUSION

Worldwide civil and military applications are just beginning to realize the power and utility of GPS as a
space-based common time reference. 2 SOPS and USNO, along with other agencies, have sustained the
outstanding performance of UTC(GPS) and remain committed to improving GPS time transfer in the
future. In the near term, the formalization and automation of the USNO-MCS data interface to an
around-the-clock operation will enhance the integrity and performance of UTC(GPS). In the long term,
many in the community anticipate that the Global Positioning System will gain acceptance worldwide as
an independent, space-based distributed clock.
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Abstract

I report results of GPS time transfer relized in France between the BNM-LPTF (Bureau National
de Métrologie-Laboratoire Primaire du Temps et des Fréquences) at the Paris Observatory (OP) and
Besancon Observatory (OB) using an Oncore UT + receiver, Motorola’s last evolution of precise-time-
capable GPS receivers. So-called “melting pot” measurement sessions, where all visible satellites are
tracked to produce one average time measurement, were conducted and are reported on. A solution to
overcome the poor set of controlling commands of the early versions of the UT + to lead single-satellite
common-view is presented, together with experimental data. The performance reached by the two
methods is discussed against their respective constraints. Performance is evaluated by comparisons
with data acquired through classical time dedicated GPS receivers (Sercel NRT2 and AO TTRS).
An operational solution allowing frequency comparisons to the French national standards at the level
of a few 107* over a 1-day averaging time, based on UT + melting-pot measurements, is presented.

INTRODUCTION

For several years now, the Observatory of Besancon has been operating GPS links to
national time standards, for both academic and industrial laboratories. Two different
categories of hardware are involved in the realizations of these links :

e time dedicated “classical” receivers;

e all-purpose, small format, cheap receivers, but with comparable metrological per-
fomances.

Among the last category, Motorola’s Oncore receivers have been shown to exhibit sur-
prising metrological qualities (1] that have triggered the interest of the time & frequency
community. The VP oncore has been the most achieved realization and it has been
tested and utilized by a certain number or teams throughout the world for the past
years.

One of the reasons for its success was, apart from its good time capabilities, a very
complete internal software command set offering a wide control over the behavior of the
receiver, and the availability of raw navigation and timing data allowing for example
multichannel operations (2], testing of ionospheric models [8],or quality time services [4].
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Unfortunately, the VP has been discontinued and replaced by the UT+. If the intrinsic
timing capabilities of the UT+ seem to be at least as good as the VP’s, the same cannot
be said about the internal software. Only a reduced command set is available and it
excludes all raw navigation and timing data ; with the early released units (internal
software version prior to 3.0, July 1998) it was even impossible to assign a given
satellite to a given channel; thus,following a schedule as BIPM’s was impossible. So
before 3.0 units appear, a method to overcome these weaknesses has been developed
and is presented here.

COMMON-VIEW TIME TRANSFER
Workarounds to UT+4 Reduced Command Set

Receiver with a software version 3.0 and on

Common-view time transfer with the UT+ looks impossible, since this unit lacks the
commands controlling satellite ID-tochannel assignment. Fortunately, latest versions
of the receiver internal software (software version 3.0 and on) have support for an
«ignore satellite” command that allows the user to set an ignore list; ignoring all but
the desired SV allow easy following of a standard common-view schedule.

Receivers with a software version prior to 3.0

Even receivers with an older software version can be under certain conditions used in
common-view conditions:: in this case, it is possible to achieve these kind of mea-
surements between two stations by using one of the rare feature provided by the unit,
that is to set a satellite elevation mask angle that allows only those satellites with
an elevation above this mask angle to be tracked. By choosing an appropriate mask
angle, it is sometimes possible to have the receiver track only one satellite (the highest
satellite in view, of course). Provided the second station is not too far away, there are
some periods of time during which one and the same satellite is the highest visible
satellite at both sites and then can be tracked in common-view at both locations.

Scheduling in this case implies that each site  has the ability to predict satellite
elevations with a precision below 1 degree. This can be achieved using the satellite
ephemeris set contained in the almanac data, that the UT+ can provide on demand.

Of course there are a number of situations where such scheduling gives no solutions,
the constraints on the scheduling process are the following:

e The granularity of the mask angle that can be specified to the UT+ is 1 degree

e The satellite elevation output by the receiver (and that serves to decide whether
or not a satellite is above the mask angle and, hence, whether or not it will be
tracked) can eventually show a somewhat bizarre behavior (for example for a
rising satellite, the elevation output may happen to be successively 29, 30, 29, 30,
31,.. degrees) that can lead to no satellite being tracked if the mask angle has
been set at 30 degrees.

e The duration of a common-view session (which has been set to a standard 13
minutes); this duration is the time during which the highest satellite in view must
remain the same at both sites. Of course, the probability that this condition can
be fullfilled decreases as the length of the session increases.
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From these constraints, I elaborated the scheduling algorithm whose description fol-
lows.

The goal of the algorithm is to output a series of dates representing the beginning of
tracking sessions, associated to a pair of mask angles, one for the local site, one for
the remote site; the algorithm may be run periodically, e.g. each day at both sites.

The algorithm examines for each minute the constellation of visible satellites and makes
some tests to see:

1. Is there a satellite whose elevation is ’really’ ! above the other satellites’

(a) if yes, is it the same situation at the remote location 7

i. if yes, will this situation have at least a duration greater than the scheduled
track length (i.e. examine what the configuration will be in, say 13
minutes if we adopt that track length) ?

A. if yes, add the selected date to the schedule.
B. if no, examine next minute.
ii. if no, examine next minute.

(b) if no, examine next minute.

Here is a sample of the output of the algorithm for a given MJD: stations are OP
(Observatoire de Paris) and OB (Observatoire de Besangon) 324 km southeast from

Paris.

SchedBuildSchedule: (SCV) 14 22 09 41 42
SchedBuildSchedule: (SCV) 14 36 09 42 43
SchedBuildSchedule: (SCV) 14 51 09 43 44

SchedBuildSchedule: (SCV) 22 38 03 66 44
SchedBuildSchedule: (SCV) 22 53 03 67 44
SchedBuildSchedule: (SCV) 23 07 03 68 44

First 2 numbers are the time UTC of the beginning of the track; next is the satellite
PRN, then an index, and finally the index of the next scheduled track. The index shows

that 68 tracks can be scheduled in 1 day (this number does not significantly change
over time for a given pair of stations).

Other tests have given similar results between

1. OP and a station located 700 km south (average of 56 daily tracks);

2. OP and a station located 500 km west (average of 61 daily tracks).

Single common view experimental results

Figure 1 shows 2 sets of data: one acquired with classical GPS receivers (AO TTR5

1By really, I mean without ambiguity considering the constraints mentioned above about the ’granularity’ of the
mask and the uncertainty on the satellite elevation as output by the receiver. In practice, ’really’ means that the
elevation difference between the highest satellite and the one whose elevation is immediately below is at least 2 degrees.
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at OP and Sercel NRT2 at OB) following BIPM’s standard schedule; the second set
of data was acquired using 2 UT+ units following the above described common-view
schedule. Each point represent a 13-minute tracking processed as recommended by the
CCDS. All the UT+ receivers that were used have a software version 2.2, and do not
support the «satellite ignore” command, making standard common-view scheduling
impossible. Of course, the acquisition dates have no reason to match between the 2
sets. The two sets are in good agreement. The average slope is -2.35 ns/day with the
TTR5/NRT2 receivers and -2.42 ns/day with the UT+ receivers. The latter are a
little bit more noisy, with an rms of 7.8 ns versus 5.6 ns for the TTR5/NRT2. These
data have been recorded before removal of the SA, but it has negligible influence on
such short baseline links when operating in common-view. These results confirm that
the UT+ timing capabilities are very similar to those of the VP oncore unit [3].

MELTING-POT TIME TRANSFER
Receiver Setup

The different receivers used where:

e at the BNM-LPTF (OP): 1 Allen Osborne TTR5 GPS receiver (ttrbop), 1 mo-
torola UT+ GPS receiver (ut+op)

e at Observatory of Besangon (OB): 1 Sercel NRT2 GPS receiver (nrt2ob) and 3
motorola GPS receivers (ut+obl, ut+ob2, ut+ob3)

The time reference at the BNM-LPTF is UTC(OP), realized by a HP5071A, and
Cs172(OB) at OB, both being realized by HP5071A-001 cesium clocks. Data acquisi-
tion with the ttr5op, nrt2ob receivers of course follow the BIPM standard common-view
schedule, extended to 86 daily tracks. On the UT+, data acquisition was scheduled at
the same dates in order to provide simultaneous measurement results, thus simplifying
postprocessing.

Melting-Pot Experimental Results

Figure 2 allows comparisons between UT+ melting-pot time transfer and common-view
data obtained with classical time-dedicated GPS receivers. Figure 2 shows three sets
of data, all being measurements of the difference between UTC(OP) and Cs172(0OB)
(HP5071A-001); data from the upper plot have been obtained through the pair of
receivers (ut+op, ut+obl), while the lower plot was obtained with (ut+op, ut4+ob3);
the third plot has been derived from data obtained via (ttrSop, nrt2ob).

For each set of data the standard deviation is indicated for each period of 24 hours.
It ranges from roughly 4 to 6 ns for (ut4op,ut+obl); it is a little lower for
(ut+op,ut+ob3) around 4 ns and still lower around 2.5 ns for the time dedicated
receivers. The next 2 figures show the Allan deviation (together with a multivariance
fit and the associated confidence interval) for (ut+op,ut+obl) and (ttr5op,nrt2ob);

the lesson of these plots is that the UT+ is suitable to perform frequency transfer at
the level of 107! or better for an averaging time of 1 day.

OPERATIONAL CONSIDERATIONS

A system based on common-view GPS measurements with low-cost receivers has been
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operational at the Observatory of Besangon since 1998: laboratories can link their
frequency reference to the national standards at the BNM-LPTF, under the control of
the french standards authority BNM (Bureau National de Metrologie) and COFRAC
(COmite FRAncais d’accreditation). The original system (still in operation ) uses the
VP oncore and the BIPM common-view schedule. In the new version, the VP is re-
placed by the UT+ and melting pot operations where data acquisition are synchronized
to the BIPM schedule, simplifying possible comparisons with other common-view data
sets. The supporting operating systemm MSDOS has been replaced by a Linux platform,
(see annex for details), which provides much more flexible operations. From the final
user point of view, operations can now be virtually completely automated. Data can
be sent to the reference laboratory on a regular basis (a periodicity of one week seems
reasonable) either through a direct modem line or through (permanent or on-demand)
IP connectivity. Data are then processed and linked to the national standards and
results can then be downloaded by the user using the same link. An official certificate
is then issued on a monthly basis.

CONCLUSION

We have shown that the UT+ can be used to compare frequencies at the level of a few
1014 for a one day averaging time. Common-view and melting-pot operations have
been shown to have roughly the same performances. In the latter case, the BIPM
schedule can be discarded, even if, for compatibility considerations, tracking times
are still derived from it. A way of linking one’s frequency to the French national
standards has been built around this hardware and requesting laboratories will install
the first operational systems in December 2000. Important software evolutions and
new opportunities have permitted to offer to the final user highly simplified procedures
ensuring proper data processing and a more user-friendly graphic interface together
with enhanced monitoring capabilities.
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ANNEX Some considerations about software solutions to operate
one (or more) UT+ and a GPIB board under Linux

Operating system and language

As mentioned in the paper, the early version of the system runs under MSDOQOS.
MSDOS is reliable for what it can do, but is now kind of a Jurassic OS: not multitask,
not multiuser and all the consequences. From MSWindows and Linux, we choose the
latter for reliability, flexibility, and free access. Programming language is C.

User interface

The graphic user interface was developed using glade (http //glade pn org); glade is basically
a graphic frontend to ease graphic interfaces creation. It outputs a bunch of boring C
code, that it is still possible to manually modify in case of problems.

The controlling software that was obtained allow remote control of the unit, provided
IP connectivity exists to the remote unit. This is a very valuable and time sparing
option when testing units at different sites.

Figure 5 shows a screenshot of the user interface; gnuplot, a free plotting software,
can be used to continuously and graphically monitors the data being taken, allowing

a quick detection of problems.

Time interval counter, GPIB operations

Controlling the time-interval counter often involves the use of the GPIB bus. Unfor-
tunately until recently, GPIB board manufacturers did not offer GPIB drivers for the
Linuxplatform. The only known possibility was the driver developped as part of the
Linux Lab project; still it is limited to 2.0 kernel versions and seems to be no longer
supported.  National Instruments has started the development t of a Linux driver for
its PCI GPIB card. This driver was used for this experiment. It showed no problem
except for the IRQ processing; further tests are needed to check whether or not the
driver is the cause of the problem. Anyway, this is not a real concern as far as only
one measurement has to be acquired each second.

For now, our software supports Stanford Research SR620 (serial port) and Hewlett-
Packard HP53132A time-interval counters, but alternate counter support could be
added very easily.

Contact the author for further details.
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Abstract

GPS timing plays a critical role in modern practice of time errors estimate and synchronization.
Big noise of the GPS-based measured data and inherent non-stationarity of a time error cause
major difficulties here. In spite of theoretical separation of the application fields for the filters
(stationary and non-stationary signals), GPS-based time error processes require more explicit
practical answer. Indeed, what process may be practically treated as a stationary one and, to
opposite, how to recognize a non-stationary case? In this report we answer these questions by
numerically and show that for the same transient time the following filter should be used to get
the best accuracy for the known initial fractional frequency offset y, (time error rate) of oscil-

lator, namely an average smoother for 1 yo‘ <rp the Wiener filter for n< ‘ y0{ <7y and the Kal-
man filter for y, < } y 0’, where r; and ry are coordinates dependent on the required accuracy. We

Dprove this conclusion by the example of a time error estimate of the rubidium standard based on
the reference timing signals of the Motorola GPS UT+ Oncore Timing receiver.

INTRODUCTION

GPS timing plays a critical role in modern practice of time errors “on-line” estimate and synchronization.
Major difficulties here are caused mainly by big noise of the measured data provided by GPS receiver and
inherent non-stationarity of a time error. Statistically, once a random signal exhibits stationary nature, then
the optimal Kolmogorov-Wiener approach (Wiener filter [1]) is efficiently used and, conversely, the Kal-
man-Bucy technique (Kalman filter [27) vields the best estimator for the non-stationary random signals. In
spite of both approaches evidentally covering all cases, test and measurement still use an average
smoother [3] owing to its transparency and small variance, and despite of an estimate bias caused inevita-
bly by non-stationarity.

Modern timekeeping systems employ all three filters. Observing them even in the past Proceeding of
PTTI’99, we realize that, for instance, to detect the failure of a single satellite clock three different space-
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segment timekeeping subsystems are designed [4]. Two subsystems use a direct average and the three-state
Kalman filter is implemented in the third case,yielding the most accurate estimate as compared to the aver-
age filters. In the synchronization algorithm for the WAAS network they are based on the two-state Kal-
man filter [5], providing a control error of 50ns, The same two-state filter was used in the new steering
strategy for the USNO Master Clock|[6]. Contrarily, while steering the cesium-based primary clock of the
Geo Uplink Subsystem they employ an average smoother [7]. Finally, to estimate a time error of the master
clock for the WAAS test transmissions the algorithm was designed based on the IIR digital filter of the 2n
order [8], which may be considered as a non-optimal Wiener filter.

The result is following, for rather the same quality master clocks and time errors the ditferent estimators
are used, and if seems obvious that aiming to obtain the smallest estimate and synchronization error, one
must follow the rules to select the filter in the optimal way. To work the rules out for the GPS-based time
error processes, first, we must realize what process may be practically considered as a stationary one and,
conversely, how to recognize a non-stationary case? Finally, what type of the digital filters should be used
to be the most accurate in practice for the certain transient time and known rate of change of a time error
caused by the crystal oscillator, rubidium standard, cesium standard, or even hydrogen maser?

In this report we answer the questions in the following way. We numerically study all three filtering algo-
rithms based on an average smoother, the Wiener and Kalman filters for the same common transient time
t, taken as an average time of a smoother. We then simulate the GPS-based time error random process with
a constant initial fractional frequency offset y, between reference and local oscillators and study the filter-

ing errors for the proper y, . In this way we determine the ranges for y,, in which each filter exhibits a

minimal either total (RMS variance pius mean bias) or a maximum error. We show that for the same 7, the
following filter should be used to get the best accuracy, depending on y,:

»  Average smoother is for the range of |y | <r,,
*  Wiener filter is for 1, <|y,|<r,, and
o  Three-state Kalman filter is for r, <|y,|,

where r; and r, are determined for the total error as ry; and ry, and for the maximal error as ry,, and ry,, re-
spectively. Because processing time influences the error strongly then we study the errors for the different
t,, finding out correspondent dependencies r,(t,) and presenting the simple approximation function
r,=a;>, where i =1¢,21,lm2m, and g; is a constant.

We, finally, consider the example of the filter selection to get the most accurate estimate of the time error

of the rubidium standard with known y, employing the Motorola UT+ Oncore receiver. First, through the
equality y, = a,t,° we establish the critical transients for the total and maximal errors, ¢,,,, ¢,,, and ¢

Hlm?

respectively, and expect that an average smoother will give the smallest error for ¢, <¢,, or

ol

t
Ly <Cyimo
the Kalman filter must be the best for ¢, <z, or ¢,,,
methodology holds true at least for the considered case.

MATHEMATICAL MODELS OF THE SIGNALS

Consider mathematical presentation of a timing signal of local oscillator and a noisy time error.

frim?

the Wiener filter should be the most accurate for ¢, , and, finally,

<t,. As a matter of the fact we conclude that the

<t, <t,, ort, <t <t

irlm i 2m
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An Oscillator Timing Signal

A model of total instantaneous phase ®(¢) of oscillator is truly legalized in [9] as
D) =@, +2mv,,, (1+y, ) +nDv, t* + o), (1)
where: ®@j is initial phase offset,
Vo is the fractional frequency offset from the nominal frequency v, (mainly due to finite fre-
quency settability of the clock), yo[ in ns/hour] = 3.6x yy[in parts of 1073,
D is the linear fractional frequency drift rate (basically representing oscillator aging effects),
©(?) is the random phase deviation component.

While subtracting from (1) the same type phase model of a reference source and then dividing the result by
2mv,..» ON€ comes to the time error error model

D—'DIL‘ t)— e, t)
x(t):xo"'(yo_J’Ore/)t"'*mf'tZ'*'ﬁ;pf—(" @)
2 2mv

nomt

In (2) one can also take that all the degradation sources yo,., D;e, and @,.f) of the reference source are
negligible as compared to those of the clock under test. As a result, the x(¢) model reduces to the practical
form of a time error of local oscillator

(D) . (3)

21V

nom

x(£) = x, +yot+§t2 +

A Noisy Time Error

Basically, we measure a time etror x(¢) in discrete time, providing values x, for discrete time points ¢, for
the constant time interval A= ¢, - f,.;, where v =10, 1, 2, .... GPS-based measurements add a noise to a time
error, which has a normal histogram, thus, may be modeled as a Gaussian noise. Both a time error and a
noise are summed (3) allowing presentation of a measured noisy time error (observation) and a clock state
with respect to (3) in the matrix form as follows

& =HA, +n,,; 4

by = A b, 0y, )
where &, is a measured noisy time error (observation), A, is 3-dimensional oscillator (clock) state vector
(time error, frequency, and aging), H, is 1x3 dimensional measurement matrix, A, is 3x3 dimensional
clock state transition matrix, r, and m,, are jointly independent white noises with zero expectations and
covariances V, and W, of 3x3 dimension, respectively,

V, = E{noJg,}» (6)

¥, = Efn,n;,} (M
In discrete time the model (3) is transferred to the form of

D
x, =X, +y, A+ AE—"-AZ +n,,, ®

where y, =y, +D, \A+n,; D, =D, +np,; and n,, n,, and 7, are correspondent discrete noises.
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Correspondingly, (8) allows writing all the matrixes for (4) and (5) as

x, 1 A AN/2 n,
A=y |-A, =0 1 A i, =|n, | adH =]l 0 0], )
D, 0 0 1 np,
present (4) in a form of
E, =%, +Hy,» (10)
and describe the noise matrix (7) as
0 0 0
¥, =E{n,nl}=S, A0 0 0 an
0 0 1

where S, is two-side speciral density of a continuous white noise of aging depending on A [10] and ex-

pressed through the time error noise straightforward.

ESTIMATION OF A TIME ERROR

Consider the three statistical algorithms, namely an average smoothing, Wiener’s, and Kalman’s.

Average Smoother
Average smoother allows a non-optimal estimate X of a time error x, (in a sense of a minimal RMS error)

based on an observation &, (10). The algorithm does not require any a priori knowledge about an oscillator
state model, time error, and even an observation and is straightforward

" |
- Y, 12
X, N €, (12)

i=v—~N+1

where £ =0 if v <0, N is number of average points. According to (12), the first estimate appears with

delay on AV points of the process, thus, a filter transient time equals ¢, = A(N ~1).

Wiener Filter

In discrete time domain the realizable Wiener filter provides estimate through a convolution of its impulse
response 4, and an observation (10)

B = ek, (13)

i=v—M +1
where & =0 if v <0, M determines the length of %, that is taken to be equal zero apart the time interval 0,

..oy (M-DA. To get a minimal RMS error for estimate, first, in the tradition of Wiener define an optimal
unrealizable response H, =S, /S, +S,,), where S is discrete power spectral density of a time error

(oscillator phase) that in spirit of Leeson [11] is taken here as S, = af,”, where f; is Fourier frequency; a

is a constant; Sy is constant power spectral density of a white noise; k=0, ..., K-1 , and X limits the length
of the time error sequence taken at the early stage to estimate the spectral densities with enough accuracy.
Then use a proper approximating filter with response H, exp(j¢,) and come through the inverse discrete

Fourier transform to the optimal impulse response /, of a realizable filter
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h, = B@ " {H e}, (14)

where B is a constant. In our experiment we increase (reduce) the level of § , increasing (reducing) in

no 2

this way a filter transient time.
Kalman Filter

The three-state Kalman filter is matched with a clock model (3) [12], allowing the following algorithm for
(4) and (5) to get estimates in discrete time

b= Ak, HKE LA R, (15)
where a filter gain is defined as
K,=R H.(HRH +V,)", (16)
where R, = A _ R, A’ +W_ isamatrix of predicted errors, and the filtering errors are calculated as
R, =(I-K,H,)R,, (17

where I is a unit matrix. Transient of the on-line operating Kalman filter is due to time expended to get
estimate (17). It may be varied around the optimal value by changing S, in (11), so that since S, rises

then f, decreases, and vice versa. The total filtering error rises once transient is a non-optimal.

NUMERICAL STUDIES OF THE FILTER ERRORS

All three filters, namely an average smoother (12), Wiener’s (13), and Kalman’s (15),are examined here
for the same time error process. To show the effect, the noisy process (3) is simulated with variance ¢ =
40ns and with both a stationary part of a deterministic function (0 < ¢ < 25 hours), in which case
x, = ¥, =D =0 in (3), and a non-stationary part (25 < ¢ hours) with y, = 2:10"% = -7.2 ns/hour and D = 0.
Because we consider a transient time as a principal performance of a filter, then, to know trade-off, we ob-
tain the same #, = 10hours for all three filters. While providing, the transient of a smoother was evaluated
by its average time ¢, = A(N —1) and that of the Wiener and Kalman filter ~ finished at the level of 0 9.

Figure 1 shows the simulated processes and estimates extracted by the filters. Figure 2 gives correspondent
errors calculated as difference between estimated and simulated functions

€,=X, —X,. (18)
Just as it had been expected based on the filter strategies for the dynamic range (25hours < ¢), the Kalman
filter showed the smallest error, the Wiener filter was less accurate, and, the smoother stayed hors-concours
with its biggest error. Conversely, for the range of a stationary noisy error (¢ < 25hours), the smoother was
the best, the Wiener filter exhibited more big error, and the Kalman filter looked like the worst. Neverthe-
less, it is obviously speaks in favor of the Kalman filter that its error remains say rather the same for the
both stationary and non-stationary ranges (Figure 2).

Excited by the curiosity of the different filtering errors for the stationary and non-stationary processes with

the constant transient, we come to another experiment, while simulating only a non-stationary process and
evaluating (18) for ¢,. = const and various y, by the total filtering error
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+ e~ (19)

and the maximal filtering error

: (20)

Before going on to analyze the results, let us study Figure 3, which shows the total (@) and maximal (b)
errors as functions of y, for #, = 6hours for all three filters. There an average smoother yields the smallest
total error for yy < ry, = 1.57><10'13, the Wiener filter is the most accurate for r, = 1.57x107" < Yo <ty =
4 035x10™", and the Kalman filter is for r5, = 4.035x10™ < y,. The same filters provide the smallest
maximal error for the ranges of yp < ry, = 7.59><10”13, Fim = 1.59x10" <y <1y = 9.22><1()'13, and 7y, =
922x107% < Yo, respectively. We then estimate coordinates ry, , 7y, , F1, , and ry,, by changing 7, , and come
to the correspondent dependences (Table 1).

€ = max

max

SV

Table 1
DEPENDENCIES OF THE COORDINATES (FIGURE 3) ON THE FILTER TRANSIENT

Transient, Measure Total error coordinates Maximal error coordinates

hOUr$ rit ot Nm rem

15 Yo nshour 4,032 11.376 20.844 32.782
Yo 1.12x10™* 3.16x10™"” 5.79x10"* 9 106x10™°

30 1.804 4,054 L h 11.376
5.01x10"° 1.126x10"* 2.3x10™" 3.16x107

45 0984 207 3.996 - 6.091
2.733x10" 5.748x10™" 1.11x10™ 1.692x10™

60 o DB65 . 1453 2733 3.318
1.57x10™"° 4.035x10™" 7.593x10™"° 9.217x10™"

75 10.3636 14506 1.878 2107
101x10™" 3.196x10"° 5.217x10"° 5.854x10"°

90 03 08028 14088 1.5329
8.36x10™* 2.23x10™ - 3.08x10™ 4.258x10™

105 02578 0.703 1036 1272
7.16x10™ 1.952x10™ 2.878x10"° 3.533x10™"°

120 0.2542 10.4896 14614 1.6718
7.06x10™ 1.36x10™"° 3,226x10™° 4.644x10™°

135 02031 04913 0.7423 0.9086
5.643x10™" 1.3647x10"° - 2.062x10™ 2 524x107°

150 G - 0.398 . 0.7636 - 0.7758
- 1.106x10™"° 2.121x107"° 2.155x107°

16 5 0.0295 0.3207 0583 0.6548
3.19x10™ 8.91x10™ 1.619x10™" 1.819x10™"*

18 0 m 0.2497 _ 05526 0.6073
- 6.937x10™" 1.54x10"° 1.69x10"°

The curves provided in this way (Figure 4) were noisy because of different length-limited samples of the
simulated random process. Nevertheless, it seems obvious that the following approximating function
G xt;'’ is accurate enough to be used in practical calculations for each coordinate. We approximate those

as follows
no=23xt,"%, r, 26.0xt,"%, 1, =11xs;' %, and 1, =15%¢,"°, @1

and use (21), while considering the below-given example of the filter selection for the GPS-based time er-
ror process generated by the rubidium standard.
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EXAMPLE: FILTER SELECTION FOR THE GPS-BASED
TIME ERROR OF A RUBIDIUM STANDARD

Measurement of the time error of the rubidium standard had been carried out based on the Motorola GPS
Timing Receiver Oncore UT+ with average time A = 100s for about 30 hours with the initial error of
x, = 2.1ns and offset y, = -4.7 ns/hour=—1.3x107"?. To separate the ranges for each filter, substitute the

known y, for each coordinate in (21) and come to the following prediction:

For the total error (19)
If ¢, <1.455hours then an average smoother should be the most accurate

If 1.455hours <t, <2.757 hours then the Wiener filter should be the most accurate
If 2.757hours <, then the three-state Kalman filter should be the most accurate

For the maximal error (20)
If ¢, < 4.129hours then an average smoother should be the most accurate

If 4.12%hours < t, <5.078hours then the Wiener filter should be the most accurate
If 5.078hours <t, then the three-state Kalman filter should be the most accurate

Then tune the filters step by step for several transients to satisfy the above-determined conditions and esti-
mate total (19) and maximal (20) errors (Table 2).

Table 2

TOTAL AND MAXIMAL ERRORS OF THE FILTERS FOR THE DIFFERENT TRANSIENT TIMES
ter, Total error, ns Maximal error, ns

hours Smoother Wiener Kalman Smoother Wiener Kalman
10 8367 8210 10 83 17.204 16626 36 363
22 9.429 8.225 9446 “14.447 14 842 18 088
30 10 447 8.677 8,279 15 536 14763 16 850
45 13 363 1025 6622 19 021 14 486 13.805
60 16 942 12.376 . 5306 26 099 16 204 12759

An analysis of Table 2 shows that just as it had been predicted the three-state Kalman filter allows the
smallest both total error for 3.0hours <t, and maximal error for 4.5hours<t,. The Wiener filter exhibits

the smallest those errors for 2.2hours=1t, and 3.0hours=t, , respectively. An average smoother gives the

2

smallest both those errors for ¢, <1.0hours and r, <2.2hours, respectively. In the range of ¢, <1.0hour

we watched also for the small error of the Wiener filter. This is because of the limited processing sequence
available with small average time. Thus, we have proved in this way the above-given methodology gener-
alized by Figure 4, except the case of 7, = 1.0hour, and, finally, to illustrate the real filtering process, we
bringFigures 5—38, those show four cases of a time error estimate provided by all three filters.

163



CONCLUDING REMARKS

We have numerically examined in this report the errors of the three filtering approaches, namely an aver-
age smoothing, Wiener’s, and Kalman’s once they are employed to get “on-line” time error estimate in the
modern timekeeping systems. As a major result we present Figure 4, which, at first, practically answer the
question “What are stationary and non-stationary time error processes?” separating space for them left and
right, respectively, by correspondent curves. And, it is the most important, Figure 4 allows selection of the
filter type for the initial frequency offset y, (rate of change of a time error) and the filter transient ¢,. Based
on this, once interesting of the maximal filtering error, we conclude that the following filter seems to be the
most accurate depending on yy and ¢, , namely

e For yp = 10™ (crystal) the three-state Kalman filter is the most accurate once #, > 1hour

e Once yy = 10™** (crystal or rubidium) then an average smoother is accurate for £, < Shours, the
Wiener filter is for Shours < £, < 6hours, and the three-state Kalman filter is for 6hours <1,

e Foryy < 10" (cesium and hydrogen) an average smoother is accurate for #, < 24hours

The results are readily extended to the general case, including aging. Just account the maximally possible
frequency offset of your oscillator for the measurement (observation) and follow the above-given methodol-
ogy, for which more satisfactory justification we plan to revise the results ~ further  analytically.
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Abstract

Clock synchronization by means of GPS/GLONASS is proposed. The GPS|GLONASS receivers
with the external frequency input interface are used in our system. While the remote QCX0O (Oven-
Controlled Crystal Oscillator) clock and the primary H-maser clock are connected to the receivers, the
frequency offset of the remote clock with respect to the primary clock can be estimated by performing
the linear-least-square fit on carrier-phase single-difference observables. The proportional controller
is adopted in our system for tuning the remote clock in real time. Through the D/A converter,
the remote clock is then steered to synchronism with the primary clock. For averaging times of 1
day under the configuration of about a 30-meter baseline, our experimental results show that the
accuracy of the remote clock can be improved from about 2 x 107° to about 6 x 1074, and the stability
of the remote clock can be improved from about 2 x 107'° to about a few parts in 10'*. Based on
the proposed architecture, the frequency traceability can be achieved. The potential applications
include a frequency source system for calibration laboratories, telecommunication networks, and
power transmission systems.

INTRODUCTION

The capability of using GPS carrier phase to transfer precise time and frequency has been
recognized and described by many researchers [6-10]. Because the frequency of the carrier is
roughly 1000 times higher than that of C/A code, time and frequency dissemination using carrier
phase has much greater resolution, in principle. When combined with Russia’s GLONASS
constellation, which provides similar capabilities, the potential precision of the system becomes
even greater. Recent development in time and frequency applications have led the timekeeping
community to focus on using both these systems for time metrology.

In this paper, we propose a scheme for clock synchronization by using GPS/GLONASS carrier
phase. The basic architecture of the system is shown in Figure 1. With all-in-view observations,
the frequency offset of the remote clock with respect to the primary clock is estimated in real
time by performing the linear-least-square fit on carrier-phase single-difference observables over
observation period. In the process, the errors and biases that affect the measurements are
substantially reduced. In our system, the carrier-phase data and other observation messages are
passed between both stations through PSTN (Public Switched-Telephone Network). The
frequency offset is then fed into a proportional controller, which automatically issues commands
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to steer the remote clock to synchronize with the primary clock. On the other hand, the master
station can also monitor the performance of the remote clock in real time.

With the above-mentioned method, the accuracy of the remote OCXO clock could be improved
from about 2x107" to about 6x107'* for average times of one day. The stability of the remote
OCXO clock could be improved from about 3x10™"" to about 2x107"*. The potential roles of

our system include the PRSs for telecommunication networks and the FSs for calibration
laboratories, power systems, navigation systems, instrument calibration, and others.

THE MODEL OF CARRIER PHASE OBSERVABLES

In order to combine GPS and GLONASS, a unique time scale for all observations and satellite
ephemerides and a unique reference system for all satellite and receiver positions are required. In
our approach, all computations is based on GPS time as reference time and referred to the
reference frame WGS-84. Therefore, the cpochs of the GLONASS ephemerides are
approximately corrected to GPS time by applying the leap seconds between GPS time and UTC.
The GLONASS satellite positions are transformed from the frame PZ-90 to WGS-84 by
applying the transformation parameters given in [3]. The observation equations for both GPS and
GLONASS systems may also be modeled as Equation (1) [1-2], provided the corresponding
carrier frequencies are introduced. In the processing of combined GLONASS/GPS observations,
the differences between GPS and GLONASS frequencies and the wavelengths for
GPS/GLONASS satellite pairs need to be considered, however.

O = plve(dt! —dT)+ VN —d! +d] +¢&l, ()

on trop
where @/ is the carrier-phase measurement of the receiver 4 from the satellite j in meter; p Y
is the true distance between the receiver 4 and the satellite j; ¢ is the speed of light; dt’ is the
clock bias of the satellite j; d7, represents the clock difference between the satellite system
time and receiver 4 clock; A’ is nominal wavelength of the signal from satellite j; N/ denotes

the unknown integer number of cycles (ambiguity); and d/ and d/  are the ionospheric

ion tiop
delay and the tropospheric delay, respectively; &) is the unmodeled errors primarily due to
multipath, temperature variation, physical factors, etc. '

To study the clock synchronization, we would like to first examine the behavior of the oscillator.
Hence, both of the remote clock and primary clock are comnected to the GNSS receivers,

respectively. Under this arrangement, the term d7, in (1) represents the time difference
between the satellite clock and the external clock 4. Denoting the two receivers by 4 and B and

the satellite by j, respectively, the single-difference equation is

A¢,;;B = A,D/I;B - CAdTAB + /liAN,/r-B + Ag,ﬁB s (2)

where A(-) represents the operator for differences between receivers with the same satellite.
Due to the strong correlation between the unmodeled ionospheric and tropospheric delays of the
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{wo receivers over a short baseline, the termsd,/ and ¢/ in (1) are then eliminated. Since

ion tiop
dT, and dT, are both referring to the same satellite system clock, their difference Ad7,, in
(2) is nothing but the phase difference between external clock 4 and external clock B.

SYSTEM ARCHITECTURE

Figure 3 shows the functional block diagram of our system. It consists of the master station and
the remote station. The master station contains the hydrogen-maser clock, GNSS receiver, and
PC. The remote station includes the low-cost OCXO, GNSS receiver, D/A converter and
industrial PC. Through the wired or wireless data links, the carrier-phase data and other
observation messages can be sent between both stations. The positions of the antennae are
predetermined by IGS (International GPS Service), and the j-th GPS and GLONASS satellite
positions are obtained from the broadcasting navigation messages.

By performing the linear-least-square fit on the carrier-phase single-difference model (2) over
observation interval 7, we can estimate the frequency offset y_ of the remote clock with
respect to the primary clock. With all-in-view GPS/GLONASS observations, the integrated
frequency offset y, then can be obtained by weighted averaging v, .

In general, the fine frequency tuning can be performed on the inexpensive oscillator through
voltage control. Because of environmental effects such as vibration, temperature, pressure, and
humidity, the desired frequency output is not always under a constant voltage. In our system, the
frequency offset . is chosen as the input variables of the controllers. An incremental voltage

AV (t;) will be generated to update the voltage for steering the oscillator,
Vi, =V, +AV. 3)

[n our system, we considered the proportional control [4] in the remote clock. The block diagram
{or the controller used in our experiment is shown in Figure 3. The control signal is proportional
to the [requency offset ¥, with gain K being adjustable. To design a particular control loop for

the clock synchronization applications, we merely have to adjust the constants K in Figure 3 to
achieve an acceptable level of performance. With some trial and error, the gain K is determined.

EXPERIMENTAL RESULTS

The basic experimental structure for tests is shown in Figure 2. In the master station, the 5 MHz
of the hydrogen clock used as primary clock was connected to a Ashtech™ GG-24 receiver. The
OCXO manufactured by DatumTM, Model FTS 1130, was used as the remote clock. The
carrier-phase data and other observation messages were passed between both stations through the
PSTN interface.

In our experiment, the software, including the proportional controller, communication interface,
and data collection, were programmed in C++ on Windows® 2000 and executed on an industrial
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PC manufactured by ADVANTECH™. The data used for the frequency accuracy and stability
analysis were measured every 1 second by a TIC (Time Interval Counter) manufactured by
SRS™, model SR620.

For the stability analysis of frequency source under tests, we made use of the IEEE
recommended MDEV (Modified Allan Deviation) [11], which is a standard practice in the time
and frequency community. In our experiment, the confidence intervals applied to the frequency
stability analysis were set to + 68%.

We examined the performance of free-running OCXO used in our system and the OCXO under
control. These frequency analyses are shown in Figure 4. The OCXO line in Figure 4 shows the
frequency instability. The OCXO-C line shows the typical results of frequency stability analyses
of the remote OCXO clock under control. These results reveal the high frequency stability of the
remote clock not only over the short term,but also over the long term. The frequency stability of

the OCXO clock could be improved from about 3x107° to about 2x10™* for average times of
1 day.

In addition, to assess the limitations of our system regarding clock synchronization, we
conducted an experiment by connecting a common hydrogen-maser clock to GNSS receivers in
both stations over about a 30-meter baseline. The results of the frequency stability analyses are
shown in Figure 5. These results show that our system has a very high frequency stability of

about 2x107" for averaging times of one day.

Figure 6 shows the phase differences between the free-running OCXO clock and the primary
clock. The accuracy of this OCXO is about 2.3x107 for average times of 1 day. Over the
approximately 30-meter baseline, the remote OCXO clock is automatically steered to approach
synchronization with the primary clock. The accuracy of the remote OCXO clock can be

improved from about 2.3x107 to 5.49x107"" for averaging times of 1 day.

CONCLUSIONS

A new scheme for clock synchronization by using GPS/GLONASS carrier phase is presented.
Experimental results show that combining GPS and GLONASS carrier phase seems to provide
definite additional value for frequency dissemination. In the experiments, the low-cost 0OCXO0
clock could be antomatically steered to obtain the very high frequency accuracy and stability in
the short term as well as in the long term. In addition, the proposed archilecture can achieve the
traceability of frequency dissemination. At present, we are trying to establish the frequency
source for calibration laboratories and telecommunication networks based on the proposed
scheme in Taiwan.
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Figure 1. The system architecture for the clock synchronization by using GPS/GLONASS
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Figure 2. The functional block diagram for the clock synchronization by using GPS/GLONASS
carrier-phase measurements.
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Primary clock vs OCXO under control
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Abstract

The American Global Positioning System (GPS) has served the principal needs of national timing
laboratories for regular comparisons of remote atomic clocks for the last two decades. Single-channel
GPS C|A-code common-view time transfer is, however, barely sufficient for comparison of today’s
atomic clocks within a few days, and certeinly not sufficient for comparison of clocks currently being
designed. For this reason the timing community is engaged in the development of new approaches
to time and frequency comparisons, including techniques based on multi-channel GPS and the
Russian Global Navigation Satellite System (GLONASS) C|/A-code measurements, GLONASS P-code
measurements, GPS carrier-phase measurements, temperature-stabilized antennas, standardization
of receiver software, and two-way satellite time and frequency transfer through telecommunication
satellites. This paper describes how the above-mentioned techniques can be used to meet TAI needs.
Some of the techniques are already operational, and the others are expected to be introduced to meet
the requirements of future higher accuracy clocks.

INTRODUCTION

The American Global Positioning System (GPS) has served the principal needs of national timing
laboratories for regular comparisons of remote atomic clocks for the last two decades [1]. In the
pre-GPS era the technology of atomic clocks was always ahead of that of time transfer. The
uncertainties of long-distance time comparisons, carried out using the LORAN-C system, were
some hundreds of nanoseconds and large areas of the Earth were not covered. This resulted in an
annual term in International Atomic Time (TAI). The introduction of GPS has led to a major
improvement of world-wide time metrology in precision, accuracy, and coverage. With GPS
operated in single-channel common-view C/A-code mode, time comparisons can be performed
with an uncertainty of a few nanoseconds, which corresponding to 1 part in 10" for averaging
times of a few days. For periods of about one month, the stability of TAI after removal of GPS
noise is currently about 2 parts in 10'5. Single-channel GPS C/A-code common-view time
transfer is, however, barely sufficient for comparison of today’s atomic clocks within a few days,
and certainly not sufficient for comparison of clocks currently being designed. For this reason the
timing community is engaged in the development of new approaches to time and frequency
comparisons, including techniques based on multi-channel GPS and the Russian Global
Navigation Satellite System (GLONASS) C/A-code measurements, GLONASS P-code
measurements, GPS carrier-phase measurements, temperature-stabilized antennas (TSAs),

standardization of receiver software, and two-way satellite time and frequency transfer
(TWSTEFT) through telecommunication satellites.
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The performances of various methods of time transfer are illustrated in Figure 1. It has been
shown that the stability of time and frequency transfer is improved by a factor of about 3 when
GPS common-view time transfer is carried out in multi-channel mode. The use of GLONASS P-
code shows a reduction in noise level by a factor of 5 in comparison with GPS C/A-code. It is -
now well documented that satellite-receiving equipment is subject to significant systematic
effects due to environmental conditions; the use of TSA antennas and better cables reduces these
effects and improves the accuracy of time transfer. The GPS carrier-phase technique allows
frequency comparisons at a level of 1 part in 10" and should soon be a useful tool for the
comparison of primary frequency standards. Difficulties in calibration of GPS carrier-phase
equipment remain unresolved, however, and this technique can not yet be used for operational
time transfer. The TWSTFT technique, which has a similar performance to that of carrier phase,
is already operational and used in TAI for several time links.

This paper reviews the above-mentioned techniques and assesses their potential impact on TAL

EVOLUTION OF CLOCKS AND TIME LINKS CONTRIBUTING TO TAI

The international time scales computed at the Bureau International des Poids et Mesures (BIPM)
— TAI and UTC - are based on data from some 220 atomic clocks located in about 50 time
laboratories around the world. The number of clocks fluctuates a little, but remains roughly
constant. The quality of the clocks, however, has been improving dramatically. In 1992 the first
HP* 5071A caesium clocks with high-performance tubes were introduced into the TAI
computation (see Figure 2), and the number of hydrogen masers has also been increasing steadily.
In 1999 about 65 % of the participating clocks were HP 5071A with a high-performance tube
and about 17 % were hydrogen masers [2]. Other commercial cesium clocks (including HP
5071A clocks with a low-performance tube, and continuously operating primary frequency
standards) account for only 18 %. This progress has of course contributed to a significant
improvement in the stability of TAL

The quality of the clocks, although an important issue, is not the only factor contributing to the
stability of TAL Another important factor is the quality of the time links used to compare the
clocks. Prior to 1981 only LORAN-C and TV links were used to compare clocks contributing to
TAL In 1981 the first GPS common-view single-channel C/A-code links were introduced. These
allowed, for the first time, comparison of the stability of remote atomic clocks within an
averaging time of several days. The proportion of GPS common-view links has increased steadily
over the years and reached almost.100% in 1999 (see Figure 3). A new technique was then
entered into TAIL: that of Two-Way Satellite Time and Frequency Transfer (TWSTFT). As of
June 2000 five TWSTFT links are used for TAI and several others are in preparation.

* Acronyms are listed and defined at the end of the article.
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To illustrate the impact of the improved quality of the time links on the frequency stability of
TAI, we have analysed the period mid-1986-1993, during which the number of GPS links steadily
increase, but there was no dramatic change in the nature of the participating clocks. The frequency
stability of EAL (the échelle atomic libre) against the primary frequency standard PTB CS2 is
indicated in Figure 4 for the three periods mid-1986-mid-1988, 1988-1989 and 1992-1993. EAL
is the free atomic time scale from which TAI is derived using steering corrections. We observe a
significant improvement in the frequency stability of EAL for each consecutive period for
averaging times up to a few tens of days (for these averaging times the white phase noise due to
the time-transfer methods by which EAL was affected is drastically reduced). The evaluation of
the frequency stability of EAL is here limited by the frequency stability of PTB CS2.

A more recent evaluation of the stability of the frequency of EAL is illustrated in Figure 5. This
time, the N-cornered-hat method was employed using the best independent atomic time scales
(maintained at the OP, the NIST, the PTB, and the USNO).

ORGANIZATION OF TAI LINKS

Until recently the TAI GPS common-view time links were organized in three major stars centered
on the CRL, the NIST and the OP. Only two very long-baseline links, NIST/OP and OP/CRL,
were corrected for IGS precise ephemerides [3] and ionospheric measurements [4] (see Figure 6).
Since the first use of IGS ionospheric maps for international time transfer in July 1999 [5], these
corrections are now applied to all TAI GPS common-view links.

In July 1999 the first TWSTFT link, PTB/TUG, was introduced into the computation of TAL In
January 2000 other TWSTFT links followed. At the time of writing there are three TWSTFT
links directly used for TAL: USNO/NPL, VSL/PTB, and NPL/PTB (see Figure 7). These three
links are backed-up by GPS common-view data. Further TWSTFT links are expected to be
introduced in 2001. There is also a backup . TWSTFT link used to check the GPS common-view
NIST/PTB link. The AMC/USNO TWSTFT link is an internal link between the USNO
headquarters in Washington DC and their Alternate Master Clock (AMC) in Colorado Springs.

Two transatlantic links are being used for the first time for the construction of TAI In addition
each of these links is performed by two independent techniques. This very new situation increases
the robustness of the construction of TAI, which no longer relies on a single technique. These
changes modify the shape of the TAI network in Europe, with TWSTFT links acting as main
shore and new pivots. The first three GPS multi-channel GPS common-view links were
introduced into TAI at the beginning of 2000, with NPL as pivot.
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CALIBRATION OF TAI LINKS

Differential calibration of remote GPS time equipment is the basic technique for the calibration of
TAI GPS common-view time links. The stated uncertainty of such a differential calibration is
about 3 ns under ideal conditions. -

Over the last fifteen years a number of differential calibrations have been performed by the
BIPM [5], including about half of the TAI GPS links. The GPS time equipment located at the
NIST in Boulder, Colorado, and the Paris Observatory (OP) have been compared about 10 times;
differential time corrections determined during these calibrations differ by no more than a few
nanoseconds. This gives an indication of the reproducibility that can be obtained when
calibrations are performed under ideal conditions in laboratories where the GPS time equipment,
including cables, is carefully maintained. It also gives some idea of the long-term stability of GPS
time equipment.

Consistency between repeated calibrations is not found for all sites, however. Where
discrepancies of 10 ns are found, these may be attributed to different responses of the receivers
being compared, to seasonal changes of temperature, or to an unrecognized multipath effect.
Other repeated calibrations have shown large discrepancies, sometimes of tens of nanoseconds;
such changes probably arise from unrecorded changes, intended or not, in the GPS receiving
hardware.

All TWSTFT links currently used for TAI have been calibrated: the PTB/TUG link by a portable
TWSTEFT station, all the others by Circular T (in other words, by GPS). Future GPS calibration
trips will improve the calibration of the TWSTFT links. However, only repeated calibrations by
portable TWSTFT equipment will allow the TWSTFT technique to be exploited to the full
extent. In May 2000 the USNO undertook the calibration of the PTB/USNO TWSTFT link using
a portable station. The NPL/USNO link will be calibrated by the same very shortly. These
calibrations are of particular interest, because they use a geostationary satellite with a footprint
covering the Eastern United States, South America, and large parts of Europe and Africa. This
allows the use of the same transponder for transatlantic links and, consequently, the differential
calibration of transatlantic TWSTFT links.

NEW TIME-TRANSFER TECHNIQUES

In this section we briefly review latest developments in time-transfer techniques. These are
already benefitting TAI or expected to do so in the near future.

‘GPS and GLONASS Multi-Channel Observations and TSA

In a field trial of time transfer over a baseline of several hundred kilometers the number of daily
standard 13-minute common views increased from 40 for GPS single-channel observations to 585
for GPS+GLONASS multi-channel observations [7]. In the case of white phase noise, the
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corresponding gain in stability is predicted to be (585/40)"? = 3.8, and a value close to this was

observed. Additional systematic effects were observed for averaging tinies of about 1 day;
these are probably linked to the environmental sensitivity of the antennas and receivers.

In a one-site comparison (two separate antennas on a single site), a similar systematic effect was
observed until both antennas were temperature-stabilized (TSA). Full advantage could then be
taken of the improved stability offered by multi-channel time transfer [7].

There are currently about 115, TSA antennas operating at time laboratories contributing to TAIL
and there are three multi-channel GPS common-view links used for TAL

GLONASS P-Codg Common View

Unlike GPS, GLONASS P-code signal is available to civil users as it is not subject to Anti-
Spoofing (AS) or other encryption. GLONASS P-code has two main advantages for precise time
synchronization. First, its chip-length is one-tenth that of GLONASS C/A-code and about one-
fifth that of GPS C/A-code. Thus GLONASS P-code pseudo-range measurements are
considerably more precise than comparable GPS or GLONASS C/A-code measurements [8].
Second, GLONASS P-code is transmitted on both L1 and L2 frequencies, so it allows high-
precision measurements to be made of ionospheric delays.

GPS Carrier Phase

Locking on the carrier phase reduces multipath effects. With the multi-channel receivers now
available and using the common-view double-differencing techniques typical in geodesy, two
sites may well be able to maintain a common carrier phase. If measured ionospheric delays were
used in combination with nominally compensated tropospheric corrections, a frequency stability
of 1 part in 10" might be attainable with integration times of about ‘1 day [10]. This
performance is about what is required for the comparison of current primary frequency standards.
Continuous measurements, rather than measurements taken once a day, are necessary to achieve
this performance. Several trials have already demonstrated the advantages of using carrier-phase
measurements for time and frequency comparisons [11].

Time metrologists have recently joined forces with geodesists in an important initiative known as
the “IGS/BIPM Pilot Project to Study Accurate Time and Frequency Comparisons Using GPS
Carrier Phase and Code Measurements”. An important issue is the calibration of carrier-phase
timing equipment, which limits the performance of the technique.

It is important to note that carrier phase is also affected by hardware delay instabilities. Here also,
to take full advantage of this promising technology, the delays of various parts of the receiving

equipment must be stabilized and measured.

In the near future the carrier-phase technique is likely to be used for frequency comparisons of
primary standards.
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Two-Way Satellite Time and Frequency Transfer

TWSTFT is a technique that utilizes geostationary telecommunications satellites to provide time
transfer with a theoretical precision of several hundred picoseconds [12]. At present the TWSTFT
technique is operational in eight European, three, US and two Japanese time laboratories. Some
other laboratories have reached pre-operational status. The technique has been contributed to TAI
since July 1999, following recommendations of the Consultative Committee for Time and
Frequency (CCTF). The number of such links used for TAI is likely to increase from the present
five.

In May 1999 the BIPM started publishing Monthly TWSTFT Reports. Some selected TWSTFT
links through INTELSAT 307° E are computed and compared with GPS at the time of
preparation of Circular T. An example of such a comparison is given in Figure 8.

Modified Allan variance analysis of TWSTFT and GPS links shows better behavior of TWSTFT
for all analysed links up to 10 days. This is particularly striking for the USNO/NPL link where
TWSTFT is showing the behavior of clocks already for averaging time of 5 days (see Figure 9).
Using a GPS link we have to wait 20 days to smooth out white-phase noise due to time transfer.

SUMMARY

The construction of TAI requires time-transfer techniques that allow participating clocks to be
compared at their full level of performance for intervals at which TAI is computed. In the pre-
GPS era this was impossible because the technology of atomic clocks was always ahead of that of
time transfer. This resulted in an annual term in TAL The replacement of LORAN-C links by
GPS C/A-code common-view links during the years 1981-1998 has progressively reduced the
impact of white phase noise on TAI, improving its stability up to about 80 days. During the
1980s, GPS allowed for the first time the comparison of remote atomic clocks at their full level of
performance for averaging times of just a few days, fully satisfying needs of TAI, computed at
this epoch at intervals of 10 days.

However, with the improvements in clock technology made during the 1980s and the resulting
dramatic increase in the quality of the clocks contributing to TAI in the 1990s, intercontinental
GPS C/A-code common-view measurements now need to be averaged over up to 20 days in order
to smooth out measurement noise. This is no longer sufficient for TAIL computed at  5-day
intervals from 1 January 1996.

The first analysis of the performance of TWSTFT, which is now in use for several TAI links,
shows that clocks located on different continents can be compared by this technique at 5-day
intervals at their full level of performance, without being affected by time-transfer measurement
noise. Thus, if TWSTFT were used for all TAI links, the stability of TAI would be improved for
periods of up to 20 days.

The introduction of TWSTFT into TAI has brought about another important change for the better;
TAI is not longer reliant on a smgle technique, because TWSTFT links are backed up by GPS
links and vice versa. Also, for the first time, two transatlantic links are used for its construction,
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and each of these links is performed by two independent techniques. This very new situation
increases the robustness of TAI construction.

Another important issue is the accuracy of TAI time links. These determine the accuracy with
which laboratories have access to UTC. Significant proportion of GPS links were never calibrated
and their accuracy is limited to several tens of nanoseconds. The other GPS links and all but one
of the TWSTFT links have been calibrated by a differential technique using a portable GPS
receiver. The uncertainty of such a calibration is limited to several nanoseconds, mainly due to
the environmental instability of GPS time-receiving equipment. This could be reduced by using
TSAs, keeping receivers in air-conditioned rooms, and, if possible, using GLONASS P-code
observations.

One TWSTFT link, PTB/TUG, has been calibrated by a portable TWSTFT station. The
uncertainty of this calibration is believed to be 1 ns or better. Other TWSTFT calibrations are
planned, and it is expected that use of TWSTFT will bring a substantial improvement to the
accuracy of TAI time links.

For better monitoring of the accuracy of time links, repeated calibrations are required, either by
GPS or by TWSTFT.

ACRONYMS

AMC - Alternate Master Clock

BIPM - Bureau International des Poids et Mesures

CCTF - Consultative Committee for Time and Frequency
CRL - Communications Research Laboratory

CV - Common View

EAL - Echelle atomic libre

GLONASS - Global Navigation Satellite System

GPS - Global Positioning System

HP — Hewlett-Packard

IGS - International GPS Service

IGEX - International GLONASS Experiment

IGLOS-PP - International GLONASS Service Pilot Project -
MID - Modified Julian Day

NIST — National Institute of Standards and Technology
NPL - National Physical Laboratory

OP — Observatoire de Paris

PTB - Physikalisch-Technische Bundesanstalt

TAI - Temps atomic international

TUG - Technical University of Graz

TWSTFT - Two-Way Satellite Time and Frequency Transfer
USNO - United States Naval observatory

UTC - Coordinated Universal Time
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Questions and Answers

DEMETRIOS MATSAKIS (USNO): Let me ask a loaded question. Is there any activity going
on to look at the difference between northern and southern hemispheres to find any kind of
seasonal variations that way?

WLODZIMIERZ LEWANDOWSKI: You mean in time links?
MATSAKIS: Time or frequency.

LEWANDOWSKI: Well, in Japan there were some studies about the correlation between clocks.
Right now, I don’t see any studies done. It could be that we should provide something. For
example, for the seasonal changes between two-way and GPS common-view, where we have a
seasonal change, we would look in the hemisphere. But, we do not have two-way links. We
may have a link between Tokyo and Australia and in the future we could be looking at that.
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Abstract

The free atomic time scale Echelle Atomique Libre (EAL), from which International Atomic
Time (TAI) is derived by frequency steering, is obtained as a weighted average of a large number of
free-running and independent atomic clocks spread worldwide, using the algorithm ALGOS which is
optimized for long-term stability. Since January 1998, a new procedure for implementing an upper
limit of clock weights has been used. The use of an absolute maximum weight pyax, was replaced
by the choice of a relative maximum weight, wyax. This new technique is more robust than the
former one and it optimizes the stability of the time scale at the expense of a more complicated
computation. The chosen value wysx = 7.00210~3 corresponded to the value of the maximum
relative weight assigned to clocks in the EAL computation, with pyax = 2500, in the 60-day interval
November/December 1997. In this paper, we show that wyax = 7.0021072 is no longer appropriate.
No efficient discrimination is made between the HP 5071A units: more than 80% of such clocks
reach the maximum relative weight. The value of omegayax really needs to be updated from time
to time in order to obtain an efficient discrimination between the HP 5071A units and to improve
the stability of EAL. To avoid frequent redefinition of omegayx, we suggest here making omegarax
a function of the number, N, of clocks that participate in TAI A relation such as wmax = A/N,
where A is an empirical constant, could be used. Such a relation has been tested using ALGOS
with values 3.0, 2.5, and 2.0 for A. The resulting computed time scales (over 2.5 years) using real
data show that all the HP 5071A units are not equivalent. We also obtain an improved stability for
the computed time scales, which is the underlying aim of this study.

1 INTRODUCTION

The free atomic time scale EAL (échelle atomique libre), from which TAI is derived by
frequency steering, is obtained as a weighted average of a large number of free-running and
independent atomic clocks spread worldwide. The computation uses the algorithm ALGOS,
which is optimized for long-term stability.

Since January 1998, a modified form of the algorithm has been used for the calculation
of TAIL This algorithm is based on the same defining equations as ALGOS [1], but includes
two changes:

(a) reduction of the time interval T of the computation from two months to one month [2];

(b) application of an upper limit to the relative weights, @wmax, instead of to the absolute
weights, pmax, attributed to the contributing clocks [3, 4].
These changes are described in more detail in [5] and [6].
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The value @yax = 7.00 x 10~ was fixed at the time of the first computation (January
1998) to ensure continuity of the time scale. It corresponds to the value of the maximum
relative weight assigned to clocks in the EAL computation (with pyax = 2500) in the 60~day
interval November/December 1997. Our analysis of the distribution of the relative weights
attributed to clocks shows, however, that this value is no longer appropriate.

The underlying aim of this study is to improve the stability of EAL and, hence, of TAI
To achieve this we need to take best advantage from the HP 5071A clocks and also from the
hydrogen masers, by discriminating efficiently between them. Fixing an appropriate upper
limit to the clocks weights in the EAL computation can ensure this.

As the choice of @wvax is empirical, we could simply update its value, but, as we
demonstrate that fixing wmax to a constant could lead to a situation where the weights @;
attributed to clocks are not normalized. '

To avoid such a situation, we suggest making wvax a function of the number, N, of
clocks participating in TAIL A relation such as wvax = A/N is proposed, where A is an
empirical constant.

Three test time scales (E2, E25 and E3) have been established over 2.5 years using real
clock data. They are based on the algorithm ALGOS and use the values 2.0, 2.5 and 3.0,
respectively, for the constant A. By comparing the distributions of the resulting relative
weights attributed, we show that E2, E25, and E3 allow a much better discrimination between
clocks than does EAL. As they rely more heavily on the very best clocks, the time scales E2,
E25,and E3, are thus more stable than EAL. We conclude that the stablllty of EAL, and hence

‘that of TAI, can be improved.

2 THE UPPER LIMIT OF RELATIVE WEIGHTS IN EAL
COMPUTATION

The computational process used to apply an upper limit to relative weights in ALGOS s
described in [4]. The most important feature of this process is that it does not independently
assign a welght to each clock; instead, the set of clocks is treated globally.

The class1ca1 variance of the frequency of clock H; relative to EAL [07 (12,T), computed
from 12 consecutive 30-day samples] plays an important part in the computation of its
relative weight, @j; and therefore has an effect on the stability of EAL. This variance

o7 (12,T) (calculated over twelve consecutive samples of duration T7) is an estimate of the
zero-dead-time sample variance o (12,7,7) [7, 8] of the frequencies of clock H; relative to

EAL, and is linked to the usual Allan variance O'; (T) by thg relation:

o (12,,7) = B0, (T) (1)

where B; =1.924 in the case of flicker-frequency noise modulation over averaging times
T7=30d. 7

When EAL is computed, o7 (12,7) values of the clocks reaching @wax, differ
significantly. We define O°vi to be the largest of these variances, corresponding to the least
stable clock attributed Wviax.
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Figure 1 shows the distribution of relative weights, {@;, i = 1, N}, attributed to clocks in ‘the
EAL computation. The given values are the means calculated over 2.5 years (from January -

1998 until June 2000). The number of clocks reaching @Wyvax = 7.00 x 107 and falling within
five other classes of relative weight @; are presented. The classes are defined below:

class 1 80 % yvax < @ < Dvax

class 1I 60 % imax < @ <80 % Wvax
class 1III 40 % vax < @; <60 % Mvax
class 1V 20 % ovax < @ <40 % DOvax
class V @; <20 % max

We observe that 123 clocks reach @mwax and that there are less than 10 clocks within each

class, apart from class V which includes 29 clocks. Fixing @wvax to 7.00 x 107 thus allows a
large number of clocks (70 % of the total number) to reach this upper limit.

The clocks that contribute to the construction to EAL can be separated into three different
clock types: hydrogen masers, HP 5071A clocks, and other caesium clocks. Figure 2 shows
the distribution of relative weights for these three clock types. Again the same classes of
relative weights are presented. For each clock type there are less than 5 units within each
class, apart from class V which includes 3 HP 5071A clocks, 6 hydrogen masers and 20 other

caesium clocks. Among the clocks reaching mwvax, we have: 93 HP 5071A clocks (83 % of
the total number of such clocks), 17 hydrogen masers (60 % of the total number of hydrogen
masers),and 31 % other - cesium clocks (31 % of this group). These data are summarized in
Table 1. It is clear that the discrimination is not efficient, especially for the HP 5071A clocks
and the hydrogen masers.

3 NEED TO UPDATE wyax

When attributing relative weights, efficient discrimination between clocks must be made in
order that the resulting time scale relies most heavily upon a maximum number of the very

best clocks. With amax = 7.00 x 10, however, clocks with ¢; (12,T) = 15.9 x 107" are given
the same relative weight as clocks with &; (12,7) values many times less than this. Figure 3, a
histogram of the 03(12,7T) data, clearly shows that dwvax = 7.00 x 107 yields a value of o' mN
that does not achieve the required discrimination. It is, therefore, necessary to update @yax

such that the corresponding Oy value is small enough that such discrimination is possible.
Figures 4 and 5 show the relative frequency stabilities of some of the best HP 5071A
clocks and hydrogen masers used in the establishment of TAI On each figure, the indicated

value of oymin(30), computed from (1), differs significantly from the plotted o, (30) values.

4 REVISED WAY OF FIXING AN UPPER LIMIT TO
CLOCK WEIGHTS

We propose not to fix ammax to a given value, but to make @vax a function of the number, N,

of clocks contributing to the construction of TAI A relation such as @wvax = A/N is suggested,
where A4 is an empirical constant. There is no fundamental difference between this function

197



and a fixed value; in both cases the choice of @wax is empirical. Nevertheless,a fixed value of

uax could lead, if N were small, to a situation where N; clocks reach @yax, while the
weights of the remaining (N — M) clocks is zero. This situation is very unlikely to occur, but
if it did, then the relative weights would not be normalized and the relation of definition of
EAL would no longer be valid. Such a situation could not occur with the proposed alternative:

if N decreased suddenly, then uax would increase so that discrimination among clocks
would still be made and the normalization requirement fulfilled.

5 TESTS ON REAL DATA

In this section three time scales are considered and compared to EAL. Each is calculated by

running the ALGOS algorithm on real clock data, using different values of wmax = A4/N.
These time scales are E2, E25, and E3, with values of 2.0, 2.5, and 3.0, respectively, for the
constant 4.

The results for our set of clocks over the period from January 1998 to June 2000 are
summanzdd in Table 1, where they are compared with EAL, and the properties of the test time
scales are described in more detail below.

Table 1. Summary of the results of the four time scales EAL, E2, E25,and E3 calculated over
the period January 1998 to June 2000. The values of wmax and omm are indicated, along with
the fraction of clocks attributed the maximum weighting.

Time scale 10> x opax 10" x ovmy 100 x Fraction of clocks reaching mmax
Total HP 5071A Hydrogen  Other Cs
masers clocks
EAL 7.00 15.9 70 83 60" 31
E2 9.51 7.8 41 50 41 12
E25 11.89 5.8 27 33 36 7
E3 14.27 4.9 18 20 3

5.1 TIME SCALE E2

Figures 6 and 7 show the distribution of relative weights attributed to clocks in the
computation of E2. The results seem more satisfying than those obtained with EAL
(cf Fig. 1) in the following respects:

it reduces reasonably the amount of clocks reaching this upper limit;
- it allows a given clock H;, providing it does not show abnormal behavior, to reach @max

if its 0}(12,30) value is less than or equal to 7.8 x 107,
- it allows a reasonable discrimination between the clocks;
- it relies more heavily upon the best clocks.
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5.2 TIME SCALE E25 | '

Figure 8 shows the distribution of relative weights, attributed to clocks in the computation of

E25. The value Oim, corresponding to the least stable clock attributed @uax, is nearly three
times smaller than that obtained for EAL (Table 1). The conditions for a given clock to reach
the upper limit of relative weights are more severe here than for EAL or E2.

The distribution of relative weights for the three clock types defined in Section 2 is
presented in Figure 9. We observe that an efficient discrimination among the clocks is made,

and that the number of clocks at @wax is still great enough to ensure the reliability of the time
scale. Figure 10 shows a histogram of the standard deviation 0y(12,30) and the position of
OMIN-

For the group of clocks considered, the time scale E25 has the following advantages
over EAL:
- it substantially reduces the number of clocks attributed @mvax;
- it allows a given clock H;, providing it does not show abnormal behavior, to reach (uvax

when its 0y12,30) value is less than or equal to 5.8 x 1075,
- it allows efficient discrimination between the clocks;
- it relies more heavily upon the very best clocks.

5.3 TIME SCALE E3

Figures 11 shows the distribution of relative weights attributed to clocks in the computation of
E3, and Figure 12 shows the distribution of relative weights for the three different clock
types. Only 18 % of the clocks are attributed the maximum relative weight, and this fraction is
not enough large to ensure the reliability of TAIL Here the conditions required for a clock to
obtain the maximum relative weight are too severe. Figure 13 shows a histogram of the

standard deviations 0;(12,30) and the position of Oum.
With the considered clock ensemble, E3
- reduces excessively the number of clocks attributed @max;
- allows a given clock H;, providing it does not show abnormal behavior, to reach Wmax if
its 0y(12,30) value is less than or equal to 4.9 x 10715,
- provides severe discrimination between the clocks;
- relies more heavily upon a selection of the very best clocks than the other time scales

considered here, but the small fraction selected is not large enough to ensure the reliability -
of the resulting time scale.

5.4 STABILITY OF TIME SCALES EAL, E2, E25, AND E3

The stabilities of the time scales EAL, E2, E25, and E3 have been compared to three of the
best independent time scales in the world: those maintained at the NIST (Boulder, Colorado,
USA), the BNM-LPTF (Paris, France),and the AMC (Colorado Spring, USA). Intrinsic values
of 0;(7) computed using the N-cornered-hat technique are shown in Figure 14.

As expected, because the time scales E2, E25, and E3 allow more efficient

discrimination between the clocks, they rely more heavily upon the very best units and are
consequently more stable than EAL.
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6 CONCLUSIONS AND PROPOSAL -

The fixed value 7 x 107 for the upper limit of clock weights @wmax is no longer appropriate
because it does not allow efficient discrimination between the clocks. It is suggested that this

fixed value be replaced by a function @Wyvax = 4/ N, where A4 is an empirical constant and N
is the number of clocks participating in the construction of TAIL Such a function would avoid
a possible problem described in Section 4 which could arise if an insufficient number of
clocks were available.

The suggested function has been tested successfully, with 4 =2.0, 4 =2.5,and 4 =3.0,
using real clock data over 2.5 years, and the resulting time scales E2, E25, and E3 are more
stable than EAL.

We, therefore, propose to adopt a function such as @wvax = A/N to define the upper limit

for clock weights in the algorithm ALGOS used to calculate TAI. Regarding the choice of the
constant 4, among the three tested values, A=3.0 must be set aside because it causes an

excessive reduction in the number of clocks reaching @vax. A more appropriate value seems
to be 4 =2.5; the corresponding time scale E25 allows a more efficient discrimination
between clocks and shows a better stability. Adoption of this value for TAI computation
would, however, change @yax from 7.00 x 107 to 11.89 x 107, Such a discontinuity could
influence the :behavior of TAI and should be avoided. It would be preferable to move more
gradually towards this value, for example by using 4 = 2.0 for one year and then moving to
A=25,

We, thus, propose to set 4 =2 from January 2001 until December 2001, and to set 4=2.5

from January 2002 onwards. In this way @wvax Wwill change from 7.00 x 10210 9.51 x 107 at

the beginning of January 2001, and from 9.51 x 10> to 11.89 x 10™ in January 2002. Based

on the experience of the BIPM Time Section, such small changes will not perturb the
behavior of TAL
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Questions and Answers

JUDAH LEVINE (NIST): I think that’s a good idea. One of the things that you will have to
be concerned about is as you raise the maximum weight that a clock can have, the hydrogen
masers will begin to take over, because in short term, they are much more stable than anything
else. But thatwill introduce frequency drift into TAI, because almost all the hydrogen masers
drift. That will mean that you 'may need more steering to TAI as the hydrogen masers begin
to pull the scale. As you make the weight larger and larger, that will become an effect that
you will begin to see. I mean, we have that effect on our hydrogen masers; they drift.

JACQUES AZOUBIB: The drift of hydrogen masers is not taken into account in the algorithm
because we have a test that analyzes if a clock shows an abnormal behavior. And if a hydrogen
maser shows a frequency drift, its weight is set to zero.

LEVINE: The drift would be too small for you to see. It will be like 10-'6/day. In short term,
it will look much, much better than a cesium.

AZOUBIB: Yes, in short term, yes.

WLODZIMIERZ LEWANDOWSKI (BIPM, France): Just a comment on what was said. What
Jacques is suggesting, if I understand, it will not increase the number of masers used, but it
will take into account the best masers. So there will be a big increase of the use of masers,
but it will be an increase of the best, taking advantage of the best masers. There will be a
better discrimination between masers, but not an increase of the number of masers used for
TAI The idea is a better discrimination between the best clocks and not to increase. So the
best masers will have bigger impact on TAIL There will be no more masers.

AZOUBIB: You can see on this scale that the maximum weight will have 10 hydrogen masers,
exactly. It is 36% of the number of hydrogen masers. In EAL with omega maximum at 0.7%,
we have 60% of the total number of hydrogen masers. That means that here only the very,
very best hydrogen masers are selected.

DEMETRIOS MATSAKIS (USNO): I'll just mention my prediction which I made in print, and
you’ve heard before. I wonder if you would comment on my comment. I made a prediction
that 10 years from now the BIPM will be using the improved time transfer, probably two-way,
but maybe GPS carrier-phase, to view EAL much more closely spaced, and they will be using
masers completely for the short term; and they’ll be steering it to cesiums in the long term.
Which would answer Judah’s comment. And I see this as a step in that direction.

AZOUBIB: Yes, we are working in that direction.

MATSAKIS: Let me ask you a question also. I just wondered when you computed your sigmas,
you did it by N-cornered hats and, you know, that they are very—

AZOUBIB: Yes, of course, and I used the best time scales in the world, but not USNO’s._Not
because it’s a bad time scale, but it is too much correlated with the scales. USNO has too
many clocks. I used NIST, the AMC, and LPTE.

MATSAKIS: And they all agreed.

AZOUBIB: Yes, because the correlation is very small. For instance, for NIST, we have 9%
percent of the total weight, so the correlation is small enough to use it.

MATSAKIS: You could also make a prediction based on elementary Gaussian statistics.
AZOUBIB: Yes.
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MATSAKIS: Did that agree with the other thing?

AZOUBIB: Our way to work with this is, for each computation make a diagram and to fix
sigma squared so that one clock of the three reaches the maximum weight. But it is far too
complicated to do now. We work step by step, you know.

MATSAKIS: You need Judah’s computers.
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Abstract

This paper is the second in a two-part series that introduces the concepts of two-way time
transfer using commercial satellite modems. The first paper [1] presented the concept of time-based
communication and detailed multiple implementations using satellite channels. This paper presents
the results of a transatlantic proof-of-concept demonstration of the technology. A short review of
time-based communications is presented, followed by a detailed description of the test. Resulls are
presented and data examined for consistency over time and temperature.

1.0 TIME-BASED COMMUNICATION

Time-based communication is a technology in which an active data communications
channel is utilized as a vehicle for two-way time transfer. The impetus for the
development of this technology is the existence of users with stringent timing
requirements and existing or planned communications infrastructures. Time-based
communication : provides very precise time transfer capability in the background of a
data transfer channel. This allows two ends of a communications link to be precisely
synchronized without fielding an independent timing system.

Time-based communication is a generic technology with a few basic requirements [1].
The data channel must be duplex using a medium that has uniform delay characteristics
over the time of the measurement. Implementation of these concepts has been
accomplished over fiber [2] and satellite channels [1]. In this paper, an over-the-air
(OTA) system is evaluated using commercial satellite modems between Europe and the
United States.

The different tasks performed by the modem in the OTA system are seen in Figure 1.
The top (darker shade) section contains the typical communications tasks. These tasks,
from the administration of the link to the actual transfer of data, are performed in order to
transfer data from one end of the link to the other. The bottom section (lighter shade)
shows the timing tasks that are performed in the background of the data link. These
tasks, detailed in reference 1, include injecting a pattern to measure, measuring the
pattern at each end of the link,and exchanging measurement data.
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Figure 1: OTA Modem Responsibilities

2.0 HARDWARE CONFIGURATION

Figure 2 depicts the hardware implementation used for the demonstration. The OTA
system was fielded between a site in Europe and a site in the United States. The two sites
use identical GPS-based systems (darkly shaded elements in Figure 2) for timing
recovery where passive GPS data are processed to steer a local cesium. Cross-site time
synchrony is achieved by virtue of the fact that each site steers to a common reference,
UTC(GPS). The OTA system (lightly shaded elements in Figure 2) was connected to the
on-time point at each site. The OTA system produced a measurement of the cross-site
time offset. '
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DSCS Westlant

Figure 2: Demonstration Hardware Configuration

The OTA hardware consists of three significant pieces: the ground terminal, the modem,
and the measurement hardware. An additional chassis for temperature measurements was
also included (temperature compensation is discussed in'Section 4.2). The ground
terminal used for this test was a mobile 2.4 meter, tri-band dish. The dish (seen deployed
in Figure 3) is owned and operated by the US Air Force Mobile Communications Unit
(MOCOMM). The modem is a commercially available satellite communications modem
manufactured by Radyne/Comstream. The measurement equipment consisted of a
Timing Solutions chassis with precision timers run from a pentium controller.

The satellite channel for the test was a 256 kbs duplex link using the DSCS Westlant
satellite. X-Band frequencies were used for uplinks and downlinks to/from the sites. The
system was calibrated using identical frequencies and transponders after the test. This
was possible due to the use of mobile terminals that could be fielded as two ends of a link
and then co-located after the test for calibration.
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Figure 3: MOCOMM Tri-Band Grun Trmina
3.0 TEST RESULTS

Data were collected over a 9-day period for this test. The resulting measurement is seen in
Figure 4. The blue curve is the post-processed OTA data. The raw l-second data were
processed using a running 900-second average to produce the continuous plot in Figure 4.
The data have been corrected for Sagnac effect (239 ns), temperature differences, and
absolute delay differences in the modems. The standard deviation of the data set is below
1 ns and the quality of the data is sufficient to see the motion of the clocks at the two ends
of the link (each system is actively steering).

The data in Figure 4 provide a continuous record of the cross-site timing performance
over the demonstration period. The first 5 days show steady-state operation of the
systems. On mjd 51853, the cesium at one end reached end-of-life and its performance
began to degrade. This is evident in the data set by the increased noise level and 25ns
movement in the plot. The cesium was removed and replaced on mjd 51855. The plot in
Figure 4 shows the system recovery as the GPS filter learns the frequency of the new
clock after the cesium was replaced.
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Figure 4: OTA Data

4.0 DATA CORRECTIONS

The use of commercial modems for timing becomes challenging as the precision level
required gets better. Commercial satellite modems are not designed or manufactured
with time-transfer requirements in mind. Although bit synchronization at higher bit rates
requires better clock recovery, the absolute delay stability is not an issue. There are two
primary effects that have been observed while using commercial satellite modems for
time transfer. The first effect is a direct correlation between bit rate and timing stability.
The second effect is the dependence of modem propagation delay on temperature. These
two effects are discussed in detail below.

4.1 Bit Rate

Commercial satellite modems are typically manufactured to operate over a large range of
data rates. The Radyne/Comstream modem used for the transatlantic demo has been
tested at rates ranging from 128 kbps to 1.544 Mbps. The jitter on the received signal is
directly relatable to the bit rate. Figure 5 shows the dependence of the two-way RMS on
the achieved bit rate and how it relates to averaging time. The RMS stability of the raw
data is seen in the blue curve. The raw data stability ranges from 5ns at 1.536 Mbps to 50
ns at 128 kbps. The goal of this measurement is 1-ns RMS and averaging times are
chosen accordingly. Figure 5 shows that 100-second averages are sufficient to achieve
sub-nanosecond performance at bit rates over 512 kbps and below 512 kbps it is
necessary to use a longer average.
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Figure 5: Performance vs,Bit Rate

For the transatlantic demonstration, a data rate of 256 kbps (before coding) was used.
Although a higher rate would have allowed shorter averaging times, the link rate choice
was driven by the power limitations of the DSCS satellite. The actual channel bit rate
was higher than 256 kbps due to the use of Viterbi 7/8 and Reed Solomon coding. The
data rate was changed to 128 kbps for a day to show the higher noise level. This is
highlighted in Figure 6.
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Figure 6: Elevated Noise due to Lower Bandwidth
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4.2 Temperature

Commercial modems have temperature dependencies that must be measured and
removed. Due to the requirement to support a wide range of bit rates, the modem design
includes a bank of filters between switches where the filter choice is driven by the
selected bit rate. These filters have group delay characteristics that vary with
temperature. The modems were calibrated in dual temperature chambers prior to the
experiment. Temperature coefficients of 1.5 ns/deg F were determined. Temperature
sensors were added to the modems to log data during the test. The data were corrected
using the temperature information to remove the effect. In order to verify that the
correction was being done properly, the temperature was raised in one modem fora  2-
day period during the test. Figure 7 shows the temperature record for each side of the
link and highlights the two-way data during the period where the temperature was raised
at one side. The data do not show any bias due to the change in temperature. This
provides confidence that the effects of varying temperature were properly removed.
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Figure 7: Performance vs.Temperature

5.0 CONCLUSIONS

This paper provides final proof-of-concept for conducting time-based communications
over satellite links. The concepts of time-based communications were implemented
using a commercial satellite modem. Timing was performed in the background of an
active data channel. Data were processed to provide a sub-nanosecond (RMS) continuous
estimate of the relative performance of two GPS timing systems. The performance of the
system was sufficient to see the steering of the clocks and to detect the failure of a cesium
clock in the system. The prototype hardware used for this demonstration had bit-rate and
temperature-related performance dependencies that were accommodated and documented
during the test.
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Time-based communication is a viable option for users who require precision time
synchrony and have a communications infrastructure. Timing can be performed in the
background with no impact to data users (negligible bandwidth is used). The concepts of
time-based communications extend to any two-way communications channel and have
been demonstrated at the 20 picosecond level over fiber.
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Questions and Answers

HUGO FRUEHAUF (Zyfer, Inc.): Can you do this during normal communications? And,
how much overhead would you require to practically make this happen?

THOMAS CELANO: In the case that I just showed you, we were doing normal communications
throughout. In order to show .that we were not affecting the bit error rate of the link, we
were conducting normal communications. And yes, this is intended to be conducted in the
background. In this particular case, on a 256 kilobit per second channel, we were taking 9600
bits per second. We were taking an engineering service channel, so it’s really minimal to what
they were doing. They didn’t notice we were doing it.

219/220



32nd Annual Precise Time and Time Interval (PTTI) Meeting

TWSTFT NETWORK STATUS IN THE PACIFIC
RIM REGION AND DEVELOPMENT OF A NEW
TIME TRANSFER MODEM FOR TWSTFT

M. Imae', M. Hosokawa', Y. Hanado?, Z. Li?,
P. Fisk®, Y. Nakadan?, and C. S. Liao®

!Communications Research Laboratory (CRL), Japan
?Shaanxi Astronomical Observatory (CSAO), China
3National Measurement Laboratory (NML), Australia
‘National Research Institute of Metrology (NRLM), Japan
STelecommunication Laboratories (TL), Taipei, Taiwan

Abstract

Two-Way Satellite Time and Frequency Transfer (TWSTFT) is one of the most precise and accurate
time transfer techniques. Recently TWSTFT results among the European and North American time
and frequency institutes have been started applying to the TAI calculation. A TWSTFT network in the
Pacific Rim region is also being developed rapidly. CRL and NRLM in Japan, NML in Australia,
CSAO in China, and TL in Taiwan have been doing TWSTFT time transfer on a regular basis.
Some other institutes, such as KRISS in South Korea and PSB in Singapore, are also planning
to join this network within 1 year. By performing TWSTFT time transfer it became obvious that
several problems in TWSTFT should be solved for practical use and contribution to TAI with the full
performance of TWSTFT. We have been developing a new time transfer modem to solve or reduce
most of these problems with TWSTFT. It has three PRN code modulator units for transmission
and eight PRN code demodulator and time-interval measurement units for receiving. It realizes
simultaneous time transfer among up to eight stations.

INTRODUCTION

Research and development of the atomic clocks and primary frequency standards realize im-
provement of the stability and accuracy of the International Atomic Time (TAI) and Coordinated
Universal Time (UTC). The stability of TAI and UTC is currently about 2z10~** over a few
weeks. It is also predicted that the stability of TAI and UTC will reach a few parts in 10 within
10 years. Thus, the new precise time and frequency transfer methods are being investigated
in the time and frequency community. They are based on GPS carrier-phase measurements,
GPS/GLONASS multi-channel C/A code measurements [1], and Two-Way Satellite Time and
Frequency Transfer (TWSTFT). This paper relates to the TWSTFT method.

The concept of TWSTFT is very old. TWSTFT experiments were made around 1970; these
experiments showed very high time transfer precision [2-3]. However the TWSTFT method
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was not used as a regular time transfer method until 1990’s. One of the main reasons is that
the TWSTFT method has very high capabilities for precise and accurdte time transfer, but it
needs expensive facilities and has a high running cost compared with the one-way method, such
as GPS common-view.

But the progress of atomic clocks and primary frequency standards require more precise time
transfer techniques, so the TWSTFT method has been widely investigated in time and frequency
standard institutes [4-8]. Especially in Europe and North American area, the regular TWSTET
has been performed to contribute to the TAI calculation [9]. As we reported at PTTI'98 [10],
major T&F institutes in this region are making effort to construct a TWSTFT network there.

TWSTFT NETWORK IN THE PACIFIC RIM REGION

The history of the construction of TWSTFT network in the Pacific Rim region and its present
status are shown in Table 1. Due to several problems for each time transfer link, such as
failure of the earth station and change of the transponder of the satellite, some of them were
interrupted after the start of the operation. But as shown in Fig. 1, the time transfer links
shown by black solid lines are operating or going to re-start in the very near future. In addition
these links, PSB in Singapore and KRISS in South Korea, will join to this network around the
middle of 2001.

Table 1 History and present status of the TWSTFT network in the Pacific Rim region

Link Start epoch Satellite Frequency band  Status
CRL-NML October 1997 INTELSAT 702, 176°E  Ku-band Interrupted
CRL-CSAO October 1998 JCSAT-1B, 150°E Ku-band Operating
CRL-NRLM March 1999  JCSAT-1B, 150°E Ku-band Operating
CRL-TL June 2000 JCSAT-1B, 150°E Ku-band Interrupted
NML-NIST July 1999 INTELSAT 701, 180°E ~ C-band Operating

DRAWBACKS OF TWSTFT

TWSTFT has big advantages compared with the one-way methods, such as GPS common-view,
but it also has several drawbacks:

(1) difficulty of full automatic operation due to radio signal transmission to the satellite,

(2) expensive cost of the satellite links,

(3) difficulty of performing time transfer among more than three stations simultaneously using
conventional time transfer modems, and

(4) accurate evaluation of internal delays and delay variations in earth stations.

Due mainly to item (1), it is difficult to perform the time transfer just on TAI’s calculation
reference epoch, which is at 0:00 UTC every 5 days. In the case of GPS common-view, we
have more than 30 common-view tracks between long-distance cases for each TAI’s calculation
epoch, but in the case of TWSTFT, we have only two or three time transfer results per week.
So the estimation error for the reference epoch of TAI’s calculation from the observed database
is much larger than the precision of the each observation. Even in this case, the TWSTFT
results have almost the same stability as GPS common-view.
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DEVELOPMENT OF A NEW TIME TRANSFER MODEM

To compensate for or minimize the drawbacks described in previous section, a new time transfer
modem for TWSTFT is now under construction at CRL. Table 2 shows the main specifications
of the new modem. As described in the table, the new modem uses a multi-channel method
to perform time transfer experiments among more than three stations simultancously.

Table 2 Specifications of the new time transfer modem

Modulation Direct-sequence spread-spectrum method using PRN code
Modulation Channels 3

one for time transfer

two for Earth station delay calibration
Demodulation or Receiving Channels 8

six for time transfer

two for Earth station delay calibration

Clock rate of PRN code 2.04775 MHz or 2.0455 MHz

Bit'length of PRN code 8191 bits (13 stage FSR) or 4091 bits (12 stage FSR)

Communication function Communication function for data transmission among the
participating stations

Remote control function the modems on the slave stations can be controlled from the

master station via Internet

MULTI-POINT SIMULTANEOUS TIME TRANSFER USING THE NEW
TIME TRANSFER MODEM

The time transfer concept using this new modem with four stations is shown in Fig. 3. Each
station transmits a time transfer signal that is modulated using the spread-spectrum method.
The pseudo-random noise code for the modulation used at each station is different. All of
the received signals at the satellite are combined and retransmitted back to the ground. The
multi-channel receiving section at each station demodulates the signals from the satellite and
makes arrival time measurements using the station reference clock. The time differences for
all the pairs of participating stations can be calculated by exchanging the measured data. Thus,
the time transfer of all pairs of participating stations can be performed simultaneously.

The following equations explain the above principle. As shown in Fig. 3, we assume that
four stations are participating the TWSTFT, and T,, T, T., and T, denote the time of the
reference clock at each station. T,;, Ta, and T,; are the measured values at “station a” for
the received signal from station b, ¢, and d, and they are expressed by the equations (1),-(2),
and (3), respectively.

Tal= A Tab+TUb+ A TS+TDa ( 1)
Ta2= A T+ Tuyc+ A Ts+TDa (2)
Ty=ATy+Tyg+ AT+ Tp, 3)

where AT;;=T;-T;, Ty, is the up-link signal propagation delay from the station j to the satellite,
Tp: is the down-link signal propagation delay from the satellite to the station i, and AT; is
internal signal delay in the satellite.

Equations (4), (5), and (6) are measured values at “station b.”
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Tbl': A Tba+TUa+ A TS+TDb (4)
Tb2= A ThC+TUC+ A TS+TDb (5)
To3= A TyatTygt+ AT+ Ty (6)

Equations (7), (8), and (9) are measured values at “station c¢.”

TC]Z A Tca+TUa+ A TS+TDC (7)

TCZZ A ch+TUb+ A Ts+TDc (8)
T(:3: A Tcd+TUd+ A Ts+TDc (9)

Equations (10), (11), and (12) are measured values at “station d,”

Ta=A Tda+TUa+ A Ts+TDd (10)
Td2: A Tdb+TUb+ A T5+TDd (1 1)
Td3= A Tdc+TUc+ A T5+TDd (12)

The time difference between clock i and clock j is expressed by equation (13).
A Tij:Ti-Tj:—(Tj-Ti):‘— A Tji (i,j:a’b’c,d) (13)

The up-link and down link propagation delay between the earth station and the satellite are
almost same, so they can be assumed as equations (14).

TUi=TDi (i_':a’b’c’d) (14)

By using above equations, we can easily obtain the all pairs of the time difference between the
participating stations shown as equations (15) to (20):

A Ty=(Ty-Te1)/2 (15)
AT =(Ta-Te)/2 (16)
ATy=(Tu-Ta)/2 a7
A To=(To-To1)/2 (18)
A Toq=(Ta-Te)/2 (19)
ATe=(Ta-Ta)/2 (20)

These equations show the simultaneous time transfer between all pairs of the participating
stations can be performed using the new modem.

CONCEPT OF AUTOMATIC OPERATION

The new modem has the function to be controlled from the master station using the Internet.
Table 3 shows the sequence to perform the TWSTFT session among the participating stations.
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Table 3 Sequence of TWSTFF using the new modem

1. The operator at the master station makes the arrangement to the satellite management
organization,

2. Distribution of time transfer parameters from master station to the slave stations,

3. Wait until the start time,

4. Start the carrier signal transmission from all of the participating stations,

5. Automatically measure the received power level, frequency and C/No at each station,

6. Control the transmission power at the slave station according to the command from the
master station,

7. Exchange the status of all of the channels used at each station,

8. Wait the start epoch of the time transfer,

9. Make time transfer operation and exchange the measured data among the participating
stations,

9. Finish the time transfer operation at each station.

To do item 1, at least one person at the master station should make the communication with
the satellite management organization, but no manpower is needed at the slave stations; this
function realizes a large reduction in manpower and the performance of the time transfer
exactly at TAD’s reference time. It can reduce the initial synchronization time of the PRN code
modulation signal by using the frequency information of the carrier signal from cach station
measured in item 5.

MEASUREMENTS OF DELAY VARIATION OF THE EARTH STATION

The delay and delay variation in the earth station is one of the most significant error sources
in the TWSTFT method. The new modem is able to monitor and compensate the transmission
path and receiving path in the earth station. Fig. 4 shows the schematic diagram of the
measurement of the internal delays of the earth station. A small portion of the transmission
signal is transferred from the front end of the earth station to the modem. The calibration
signal for the receiving path is transferred from the modem to the front end part of the earth
station. These signals are transferred using same cable to cancel the delay and the delay
variation due to the cable length change. After the frequency conversion, the transmission
signal, and the calibration signal are fed to the new modem. Thus, delay and delay variation of
the transmission path and the receiving path of the earth station are measured by the modem
simultaneously performing the time transfer among the other stations.

CONCLUSIONS )

We described the present situation of the TWSTFT network in the Pacific Rim region. The
number of the participating stations is increasing steadily. The TWSTFT has many advantages
compared with the one-way methods, such as the GPS common-view, the GPS carrier phase,
and the GPS/GLONASS multi-channel, but it also has several disadvantages. It is expected
that the new type of the time transfer modem described in this paper is one of the solutions
to eliminate or reduce the problems of TWSTFT.

By using this new time transfer modem, we can realize the following improvements in TWSTFT
experiments:
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(1) shortened use of satellite time and reduced satellite link charges,
(2) simultaneous time transfer among participating stations, and
(3) lower manpower requirements.

Thus, it can be said that items (2) and (3) allow TWSTFT to be performed at the exact same
time as TAI’s calculation reference epoch.
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Abstract

The 8th Meeting of the BIPM Working Group on Two-Way Satellite Time and Frequency Transfer
(TWSTFT) took place on October 5-6, 2000. It was hosted by the Time and Frequency Division of
the BIPM at Sévres, France. This paper reports on highlights of the meeting as well as covers the
latest developments in the area of Two-Way Satellite Time Transfer (TWSTT).

INTRODUCTION

The 8th meeting of the Consultative Committee for Time and Frequency (CCTF) Working Group
(WG) on Two-Way Satellite Time and Frequency Transfer (TWSTFT) was held on 5 and 6 October
2000 at the Bureau International des Poids et Mesures (BIPM), Sévres near Paris. An additional
session of the participating stations was held on 5 October at the end of the general session. The
meeting was organized by the Time Section of the BIPM and was chaired by Dr W.J. Klepczynski of
ISI, Inc. The list of participants is given in the Appendix to this report. Dr T.J. Quinn, Director of the
BIPM, welcomed participants with an opening address. Other contributions to the meeting are
available on the http://www.bipm.fr/pdf/cctf/wg twstft.html

SUMMARY OF THE MEETING

The meeting was devoted to an overview of current TWSTFT operations, studies of uncertainties of
TWSTFT links, the possible extension of TWSTFT observations to 5 or 7 days per week,
calibrations of TWSTFT stations, expansion of TWSTFT links to the Pacific Rim region including
links with Europe and North America, and the introduction of further TWSTFT links into TAL
Electronic versions of all reports/presentations are available at the BIPM website (see above).

REPORTS

Reports from Participating Stations. The participating stations presented reports on their work. The
ROA TWSTEFT station is now operational and will soon start to send data to the BIPM on a regular
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basis. The IEN TWSTFT station is completely automated, and INTELSAT approval of the IEN VSAT
antenna was obtained in May 2000. In July 2000 the NIST undertook the first TWSTFT comparison
of the NIST and PTB cesium fountains. It plans to continue to use TWSTFT for comparisons of
NIST and PTB caesium fountains when they are operating simultaneously. The NIST will use
TWSTFT as its main link to TAI as soon as some issues concerning reliability are resolved. The
NPL’s primary station NPLO1 is almost completely automated, and the back-up station NPLO2
provides a secondary TWSTFT link with the USNO. The OCA TWSTFT data are now sent to the
BIPM on a regular basis and this station is expected to be fully automated before the end of 2000. In
the Pacific Rim region the CSAO and TL stations should soon be operational.

BIPM TWSTFT Monthly Reports. J. Azoubib highlighted that the variances of all the studied links
show that TWSTFT has a clear advantage over GPS common-view for averaging times of up to a few
tens of days. He noted that at some stations the GPS equipment is subject to systematic errors. He
stressed that the use of TWSTFT significantly improves transatlantic links because, unlike GPS,
TWSTFT is unaffected by ionospheric delays. This is particularly important during the present period
of high solar activity.

Analyses of the current performance of TWSTFT show that clocks located on different continents can
be compared at their full level of performance within ~ 5-day intervals, without being affected by
time-transfer measurement noise. Thus, if TWSTFT were used for all TAI links, the stability of TAI
would be improved for periods of up to 10 days. The introduction of a number of TWSTFT links into
TAI has already increased robustness of TAI construction: TAI no longer relies on a single technique,
because TWSTFT links are backed-up by GPS links and vice versa, and for the first time two
transatlantic links are included, each of which being performed by two independent techniques.

USNO Time Transfer Monthly Reports. On behalf of K. Senior, D. Matsakis presented a summary of
the USNO Time Transfer Reports. The USNO is carrying out comparisons of the TWSTFT, GPS
common-view, and GPS carrier-phase (CP) techniques. Although recognizing the qualities and future
potential of GPS CP, he said that for the time being TWSTFT gives the best performance.

Comparisons with other techniques. Several participants presented the results of comparisons of the
TWSTFT, GPS common-view, and GPS CP techniques (refer in particular to the presentations from
the NIST, USNO, and BIPM).

Study of uncertainty of TWSTFT links. Several detailed studies on uncertainties were presented
during the meeting. Of particular interest were the presentations by D. Kirchner and T. Parker.

Calibration of TWSTFT link with a portable X-band station. In May 2000 USNO carried out a
calibration of the PTB-USNO link using a portable X-band station. Simultaneous X- and Ku-band
sessions were recorded on 2 days. The data are being evaluated at the USNO, and calibrations of
other links with this X-band station are planned. |

Calibration of TWSTFT link with GPS. 1t was stressed that frequent calibration of TWSTFT
equipment using GPS should be organized. In addition each calibration of TWSTFT equipment by a
portable TWSTFT station should be confirmed by GPS. G. de Jong has recently discovered that AOA
TTR6 receivers use a trigger level of 1.4 V instead the 0.5 V used by older models. This may
complicate GPS calibrations and must be taken into account.

230



Relocation of NPL station. In March or April 2001, the NPL Time Section will move to a new
building. A procedure will be put in place to ensure the continuity of time operations. The BIPM and
WG will be kept informed.

Future of TWSTFT. D. Kirchner shared his views on possible future developments of TWSTFT.
Among them are: more frequent, fully automated measurements, higher chip rate (20 MHz; SATRE
modem is ready), exchange of 1 s data via satellite (SATRE and other modems are available), use of
carrier phase for TWSTFT (SATRE is available), development of a small and self-contained
(hardware, software) station that is simple to operate.

New modems at NRL. R. Beard reported that new modem has been developed at the NRL and will be
adapted for use in mobile applications, for example for a ship to use as a back-up system for GPS. The
possible implementation of MITREX code is considered too costly.

IGS Analysis Center Workshop 2000. F. Arias reported that this workshop took place during 25-29
September at the USNO. Three main themes dominated the meeting: the IGS/BIPM Timing Pilot
Project; the IGS near-real-time products and their applications; and potential interactions between the
IGS and various GNSS systems (GPS, Galileo, GLONASS).

ACTIONS
The WG decided the following actions:

o Extension of the number of weekly TWSTFT sessions. A group comprising J. Davis, B.
Klepczynski, T. Parker, and S. Shemar under the leadership of G. de Jong will investigate if the
TWSTFT acquisition time can be reduced from 60 s to 30 s and TWSTFT sessions can be reduced
from 120 s to 60 s to allow seven sessions a week. A report will be prepared for the PTTI meeting of
participating stations.

e Payment of INTELSAT. G. de Jong will coordinate payment of INTELSAT, addressing related
issues concerning INTELSAT’s privatization in April 2001.

® Pacific Rim/Europe TWSTFT link. A working group on this issue was set up, with Z. Li as
chairman and M. Imae, G. de Jong, B. Klepczynski, T. Parker,and S. Shemar as members. A short
report will be prepared for the PTTI meeting of participating stations.

# Filtering of outliers. It was decided that during treatment of TWSTFT 1 s data, observations that
deviate by more than 3 ¢ from the quadratic fit to the data will be eliminated, but only one at a time.

® GPS calibrations. Frequent (thrice yearly) GPS calibrations of TWSTFT equipment should be
organized. The involvement of regional organizations such as EUROMET is welcomed.

o TWSTFT calibrations. The TWSTFT community should dedicate a portable TWSTFT station for

frequent calibrations. A de-Jong-type satellite simulator should also be used more frequently for
calibration. TWSTFT calibrations should always be confirmed by GPS calibrations.
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e Log files. 1t is recommended that log files be implemented on ftp sites to record the evolution of
TWSTEFT stations.

e Empty data files. Because an empty TWSTFT file is ambiguous it is recommended that an entry
such as “no measurements” be made.

o E-mail dispatching software. The USNO plans to equip the TWSTFT community with software
allowing the distribution of e-mail to the community. The software would also allow consultation of
all exchanged messages.

® Theoretical uncertainty of TWSTFT. A draft table showing a theoretical estimation of different
sources of uncertainties in TWSTFT will be prepared by J. Davis and W. Lewandowski for the PTTI
meeting of participating stations.

o Studies of TWSTFT. Further investigations should be carried out to study the improvements
brought into TAI by the use of TWSTFT. These studies should be completed in advance of the next
meeting of the CCTF.

e USNO TWSTFT calibrations using US X-band satellite. The continuation of the calibrations by
the USNO, including TAI TWSTFT links, is most encouraged.

o Introduction of new TWSTFT links into TAI. The WG recommends the introduction of further
TWSTEFT links, including Pacific Rim links, into TAI

DIETER KIRCHNER

The WG expressed its gratitude to Dr, Dieter Kirchner, scientist and engineer. Dr. Kirchner is
one of the pioneers of the TWSTFT technique and remains one of the main contributors to its
development. The WG expressed the hope that the TWSTFT community will continue to
benefit from his expertise, despite the TUG ceasing operation.

FORTHCOMING MEETING

It was agreed that the next meeting of participating stations will be held during the PTTI’2000
conference at the end of November 2000. The next full meeting of the Working Group will be
held at the CSAO, Lintong, China, at the end of October 2001.
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32nd Annual Precise Time and Time Interval (PTTI) Meeting

LEAPSECONDS: PANEL DISCUSSION

Dennis D. McCarthy, Chairman
U.S. Naval Observatory

This session is designed to be a little different in what we have had in the last few days. So I
will call on the pancl members, if they’re here, and that would be Steve Malys and Ron Beard.

What we are attempting to do here is to get out some discussion on the leap second. The
session itself is meant to be a discussion session, so we invite your questions, opinions, the good
points, and bad points about leap seconds. We’d like to bring out some of the considerations
that we .need to think about.

The format for this will be that Harold Chadsey is going to give a brief historical introduction
as to how we got into the situation where we are today. I'm going to talk about some of the
considerations for doing something about leap seconds that is different from what we are doing
today. Steve Malys is going to talk about some of the reasons to keep the current situation,
why we need to consider doing that. Ron Beard is going to talk about the reaction to the
International Telecommunications Union to recent suggestions about changes in the process.
And then we would like to invite some discussion on what we would like to see in the future
about this. We will also talk about some of the other activities that are going on in this business
right now. With that, we’ll start off with Harold’s presentation on the historical background of
the current situation.
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32nd Annual Precise Time and Time Interval (PTTI) Meeting

RELATING TIME TO THE EARTH’S
VARIABLE ROTATION

H. Chadsey and D. McCarthy
U.S. Naval Observatory
Washington, DC 20392, USA

Abstract

With the beginning of the 21st Century, the timing community finds itself again facing a decades-
old problem of how to synchronize a uniform time scale with time derived from the Earth’s rotation.
Atomic time is the basis for most everyday timing applications. However, time astronomically
determined from the Earth’s rotation is essential for other applications including navigation. The
history of relating atomic time to the Earth’s rotation is presented, including background information
related to the current synchronization method of leap seconds.

INTRODUCTION

The technological advances of the 20th Century are causing the timing community to examine
once again the decision to synchronize atomic time with the Earth’s rotation using leap seconds.
Historically, time scales in common use have been maintained to within at least 1 second of
time derived from the Earth’s rotation. The current practice is to insert 1-second adjustments,
called leap seconds, into the atomic-based time scale to bring the two types of time to within
0.9 seconds of one another. These adjustments are made internationally, preferably at 23h 59m
59s on 30 June or 31 December depending on the varying rotation of the Earth. However, as
technology advances, the time steps required to maintain that level of synchronization become
more inconvenient for some users to implement. Before going into the details of leap second
implementation, we should first look at the history of the second and leap seconds.

RECENT.HISTORY OF THE DEFINITION OF THE SECOND

Two concepts for the definition of the second have been used in modern times. The first is
the definition of a second based on the Earth’s rotation with respect to the Sun. The second
is based on the Earth’s revolution about the Sun and is realized in practice by the frequency
of an atomic transition in the cesium atom.

ROTATIONAL SECOND

Throughout history, the definition of time has traditionally been related to repetition of solar
phenomena such as successive sunrises, sunsets or transits of the local meridian. In modern
times, the astronomical second was defined conventionally as 1/86400 of the time required for
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an average rotation of the Earth on its axis with respect to the Mean Sun (the mean solar
day). Although the variability of the Earth’s rotational speed had been established in the
1930s [1,2], this definition of the second was generally accurate enough for the technology and
time applications of the day. However, by 1956, the need for a more uniform time scale was
recognized.

ATOMIC SECOND

The need for a second that was not dependent on the variable rotation of the Earth prompted
the definition of a new “ephemeris second” determined by astronomical means. It was defined
as 1/31,556,925.9747 of the tropical year at 12:00 hours Ephemeris Time on 0 January 1900
(i.e., 31 December 1899) [3,4]. The numerical value of the defining fraction was obtained
from Simon NewcombDs equation for the apparent motion of the Sun. However, operational
measurement of the ephemeris second was available only retrospectively as an average of several
years’ continuous observations of the Moon’s position. One major drawback to the ephemeris
definition was that only astronomers could measure it directly.

The development of atomic clocks made it possible to access this ephemeris second more easily.
Observations of the position of the Moon with respect to the stars made it possible to calibrate
an atomic transition in the cesium atom in terms of the ephemeris second. The atomic second
was adopted in October 1964 by the International Committee of Weights and Measures. They
“declared that the transition to be used is that between the hyperfine levels F = 4, my = 0
and F = 3, my = 0 of the ground state 251/2 of the atom of cesium, unperturbed by external
fields, that the value 9,192,631,770 Hz is assigned to the frequency of this transition.”[5] This
has been the definition of the SI (Syst¢me International) second since 1967.

TIME SCALES

Having defined the length of 1 second, we can now examine the different time scales that have
been formed using these seconds.

ROTATIONAL TIME SCALES

Rotational time scales are based on the astronomical observations of the Earth’s rotation
angle with respect to a quasi-inertial reference frame and related to mean solar time through
an adopted mathematical expression. Greenwich Mean Time (GMT) was used to designate
the local mean solar time along the Greenwich meridian. Before 1925 mean solar time was
measured from noon. Beginning on 1 January 1925, however, by international agreement, mean
solar time was measured from midnight. To distinguish between the two means of reckoning
GMT, the terminology “Greenwich Civil Time” (GCT) was employed by some to refer to the
measurement of mean solar time from midnight [6]. Eventually the name “Universal Time”
(UT) was accepted to replace both GMT as a rotational time scale and GCT. GMT is still used
in the United Kingdom to refer to the local civil time.

Improving accuracy in the measurement of UT made it desirable to distinguish among different
versions of UT. UTO is the time directly observed locally from star observations. It does not
provide an accurate description of the Earth’s rotation angle, since it is corrupted with local
effects such as the motion of the vertical and the effects of the motion of the rotational pole
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over the surface of the Earth (called polar motion). UT1 is UTO corrected for polar motion as
specified by data furnished by astronomical observations. UT1 is a true representation of the
rotation of the Earth free from local effects. UT2 is UT1 corrected for annual and seasonal
variations by means of a conventional formula. Neither UT0 nor UT2 are in common use
today by the non-specialist. Coordinated Universal Time (UTC) was originally defined as the
piecewise uniform scale that approximates UT2. It is currently used as a “stepped offset” scale
and is derived by making leap second adjustments [7].

ATOMIC TIME SCALES

With the advent of atomic clocks, a number of time scales, making use of the second defined
by the frequency of cesium, came into use. The A.1 time scale of the U.S. Naval Observatory,
established officially on 1 January 1959 [8], was defined by setting A.1 equal to UT2 on 1 January
1958 at 00:00 GMT (UTC). It was derived from clock information from nine laboratories and
eventually made available back to 15 June 1955. Contributors to the A.1 time scale sometimes
referred to the output of their clocks as A.1. The A.l1 time scale is now derived solely from
USNO clocks. Similarly, other timing laboratories created atomic scales based on their atomic
clocks. In 1971, the international community accepted the A.3 Bureau International de I’'Heure
(BIH) atomic time scale as the standard and this came to be known as International Atomic
Time (TAI). The BIH atomic time scale, determined between July 1955 and 1971, may also be
referred to as TAI [9].

EAL (Echelle Atomique Libre) is a free atomic time scale produced by an iterative algorithm
using the weighted average of clock readings from laboratories spread around the world.
The processing is currently done in deferred-time and in whole 1-month data blocks. TAI
(International Atomic Time) is derived from EAL by adding a linear function of time with a
convenient slope to ensure the accuracy of the TAI scale interval as determined from primary
cesium frequency standards. (The length of a second is calibrated in TAI where it is not in
EAL.) The frequency offset between EAL and TAI may be changed to maintain the accuracy
of the length of the second [10].

COORDINATED UNIVERSAL TIME

Because the rotational second is variable in length, atomic time and rotational time got out
of step with each other. As a result, time scales were created that steered atomic clocks
to the astronomical time. Some of these never gained widespread acceptance for practical
use. Universal Atomic Time (UAT) [11] was used to designate a piecewise uniform scale that
approximates UT2 to within about 0.1 second. It is a “stepped offset” scale and is derived by
making adjustments in offset and epoch from the uniform atomic time scale. Stepped Atomic
time (SA) [11] was used to designate the piecewise uniform scale that approximates UT2 to
within about 0.1 second. It is a “stepped offset” scale and is derived by making adjustments in’
offset.

In August, 1959, national agencies in the United States (U.S. Naval Observatory, Naval Research
Laboratory, and National Bureau of Standards) and the United Kingdom (Royal Greenwich
Observatory, National Physical Laboratory, General Post Office) along with radio stations
that provided precise time in those countries (NBA, Canal Zone; WWYV, Beltsville, WWVH,
Hawaii; GBR and MSF, Rugby) agreed to coordinate time so that broadcast time signals
would be synchronized to 1 millisecond (ms) [12]. Time pulses were to remain within 50 ms
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of UT2. This was accomplished by coordinated fractional offsets in the frequency of cesium
and occasional adjustments in epoch if required. As more agencies arid broadcasting stations
began to participate, the time emitted by the participating radio stations came to be known
as Coordinated Universal Time (UTC) [9]. However, UTC was not strictly defined until 1965
when the Bureau International de I'Heure (BIH) defined it with respect to its atomic time

scale.

Prior to 1960, clocks had been ‘steered by individual observatories and laboratories to match
the time determined from the Earth’s rotation. In the United States, the USNO rotational
time scale called “N2” was used as the scale to which clocks were steered from 1 April 1953
until 1 January 1956 [13]. After 1 January 1956, the USNO determination of UT2 was used as
the time scale to which U.S. clocks were steered [14]. These steers were in the form of steps
of the order of tens of milliseconds inserted occasionally through 1959. Beginning in 1960, a
combination of frequency and step offsets was made to steer UTC to UT2. From 1969 on, no
time steps were employed until UTC was redefined as of 1 January 1972 to be the time scale
that uses leap seconds to keep UTC within 0.9 s of UT1.

Dr. Gernot Winkler and Dr. Louis Essen proposed the concept of leap seconds independently
in 1968 at a meeting at the International Bureau of Weights and Measures (BIPM) [15]. Winkler
proposed that integer steps of seconds replace the steps of 200 milliseconds used to keep UT2
within 100 milliseconds of astronomical time. The 200-millisecond steps were occurring too
often and were too small to be entered into most systems. He drew an analogy to the concept
of leap years in the Julian Calendar. Interestingly, in his original proposal, Winkler stated that
the leap seconds could be introduced either whenever necessary or “on a fixed day, such as
the 29th of February” [16].

The transition from adjusting the length of a second to using a second of uniform length and
inserting leap seconds to account for the time difference was made on 1 January 1972. It
was made in such a way that the start of the rotational second and the atomic second would
coincide at Oh Om Os on 1 January 1972. Figure 1 displays the history of TAI-UTC showing
the step changes in epoch as well as the adjustments in frequency.
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Figure 1. History of TAI-UTC showing the step changes in epoch as well as the adjustments in frequency.
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CONSIDERATIONS REGARDING LEAP SECONDS

Naturally, the first consideration for keeping a uniform time synchronized to the Earth’s
rotation is navigation. The original reason for needing precise time was navigation at sea.
Longitude determination requires one to know the correct time at a known location and at
the location in question simultaneously. This was such an important issue in the early 1700s
that the British government offered substantial rewards for anyone able to build a clock with
a specified precision. Today, with GPS, GLONASS, LORAN, and other electronic navigation
systems, celestial navigation is not as common. However, keeping the atomic time and Earth
rotation synchronized is important to astronomers and others working with non-electronic-based
navigation.

Another important consideration is the growing use of computers. In these applications time
is independent of the Earth’s orientation and problems can occur whenever a leap second is
introduced into time systems. In today’s world of high-speed inter-computer communications
that time-stamp messages at the sub-second level, 1 second can be a significant length of time.
In addition, clocks normally count from 59 seconds to 0 seconds of the next minute. Leap

seconds require that the count is 59 seconds, 60 seconds, and then 00 seconds of the next
minute. Many computer systems have a problem mtroducmg the second labeled “60.”

A third consideration is the legal definition of time. For example, legal time in the United
States is based on mean solar time. UTC suitably adjusted for time zones is considered to be
an adequate representation. Should the definition of UTC be revised, the effect on legal codes
may need to be investigated.

Another concern that is sometimes raised is the effect on religious observances that are related
to time synchronized to Earth rotation. Generally religions base make use of tables suited
for their general location to coordinate observances. Those tables are produced with 1-minute
accuracy. Some believers may choose to play it safe by waiting an extra 4 or 5 minutes to
account for any irregularities in the tables and refraction of light.

Although there may not be a leap second in the next year, the Earth’s deceleration is well
documented and will not stop. It is due to the tides and change in the Earth’s figure.
Figure 2 shows the difference between UT1 and a uniform time scale. We can clearly see
that the difference will continue to grow in the future with a rate larger than the current
rate. Because the Earth will continue to decelerate, the frequency of leap seconds will increase
producing increasing public annoyance. The insertion of leap seconds will also remain essentially
unpredictable requmng continuous time counting systems such as computers to handle 86,401-
second days and to time stamp a second labeled “60” without large amounts of pre-scheduling
notice.

OPTIONS

Several options are available. Some proposed solutions are presented here.

Status Quo

The status quo would require no changes to most operations and would provide a minimum
of concerns to celestial nav1gators On the other hand, as noted earlier, the frequency of the
leap seconds will increase causing problems for communications and software. It may lead to
the growth of systems based on independent time scales.
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Figure 2. Observations of Delta T (UT1-Uniform Time) versus time. The thin broken line is a parabola
fit to the observational data

Discontinue Leap Seconds

Leap seconds could be discontinued eliminating the cause for concern. However, there would
be an unlimited growth in the difference between atomic and astronomical time (JUTC - UT1)).
This could lead to major problems with civil law and the legal definitions of time.

Wider Use of International Atomic Time

Those needing a uniform time scale could use TAI instead of UT1. This would eliminate the
concern, but TAI would have to be made much more accessible to users. Also, more of the
general population would have to be educated about the existence of TAI and its use.

Redefine the Second

The length of the second could be redefined. This is a fundamental solution, but if it were
done, it would require the redefinition of other physical units (e.g., length, force, and energy).
Because the rotation of the Earth is decelerating, however, it would be necessary to continue
to redefine the second periodically in the future.

Smoothing the Leap Second Occurrence

This option would require the length of seconds in the immediate neighborhood of the
occurrence of a leap second to be changed so that there would be no “extra” second needed
to adjust the uniform time by 1 second. This would, in effect, redefine the length of a second
over a short period of time so the leap second would not appear. It would require seconds
of different lengths, whose implementation process would have to be very clearly defined. The
date of implementation would be unpredictable just as the insertion of leap seconds is currently.
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Increase the Tolerance

The tolerance for JUTC - UT1] could be increased. This would be easy to accomplish. However,
the size of the discontinuities (currently 1 second) would increase and possibly cause more
serious problems then the present leap second system. The DUT1 codes have limitations and
the magnitude of the differencewould have to be considered. The date of adjustment would
be as unpredictable, and the acceptable limit may be difficult to establish.

Periodic Predictable Adjustments

UTC could be periodically adjusted by an unpredictable number of leap seconds on predictable
dates based on an adopted deceleration model. The number of leap seconds inserted though
could be unpredictable and large discontinuities would be possible. An extension of this
possibility is that a known number of leap seconds could be inserted at predictable intervals.
The date and number of leap seconds would be known. However, large discontinuities would
be possible and [UTC - UT1| would be likely to be much greater than 1 second. Figure 3
shows a simulation of possible predictable adjustments. The simulation is based on the past
observational history of TAI - UTC and shows that differences (UTC - UT1) on the order of 10
seconds would be expected if a plan were implemented in which periodic predicted adjustments
were made to UTC based on the parabolic fit to the past history of UT1 - TAL

UTC-UT1 with Various Leap Second Procedures (with Decadal Variations Modeled
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Figure 3. Simulation of expected UTC-UT1 showing the effects of different leap second insertion
schemes.

CURRENT STUDY GROUPS

The International Union of Radio Science (URSI), the International Astronomical Union
(IAU) and the International Telecommunications Union Radiocommunications Sector (ITU-R)
are currently studying this topic. The ITU-R is expected to take the lead in formulating any
possible changes to the current procedure.
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Discussion

RONALD BEARD (NRL): Good morning. As many of you are aware, the ITU is the inter-
national organization that regulates many of the things that relate across the different countries
and organizations that require coordination. Such things as radio spectrum, telecommunication
standards, and many of these things that are required for nations, companies, organizations,
and systems to work together.” You may also be aware that time and frequency broadcast
services in the nations are also based on recommendations of the ITU-R. Within the ITU-R,
Study Group VII, Science Services has established a working party, 7A, which looks at and
recommends time and frequency services in relationships to time that are broadcasted by these
services and their relationships to different time scales.

Many of the things that Dennis has talked about earlier are based on ITU-R recommendations on
time and frequency broadcasts and their relationship to time scales. The tolerance between the
UT and UTC are based primarily on recommendation ITU-R, TF460-5, which was established
first in 1970 and modified in ’74, 82, ’86, and 97 —we do a lot of modifications sometimes, to
the 0.9 second difference between UT1 and UTC. These recommendations, opinions, and other
things that the ITU establishes become ultimately established in legal facts in the various member
states. These also regulate international treaties and other things relating to frequency spectrum
and services used internationally. Consequently, UTC is in a number of other recommendations
relating to the use of UTC frequency; the use of the term “UTC,” what does it mean, and
how do you establish that internationally; how do you compare these international time scales
and other time scale notations; and a lot of other things that are looked at recommended by
the ITU-R.

The way the procedures work within the ITU-R is they first establish a question to change,
regulate, modify, or add some type of recommendation that may affect a number of these
different treaties and things that are related to the ITU-R. Once these are studied and the
questions are answered, these may end up in recommendations. These types of recommendations
were first studied, agreed to, and looked at by many people before they were established. The
recommendations and changes to them are also based on different studies that may last a
number of years and examined by a number of different people.

From last year’s result of many of these questions that are being asked that Dennis just went
through, a new question was established on the future of the UTC time scale. If you were to
consider going through a different time scale, that might affect time and frequency coordination
and broadcast worldwide. These need to be accommodated in these types of recommendations.
So a question was established last year as to what are the requirements if we change these
recommendations. Whom does it impact? Does it make any difference? What are the present
and future requirements for this tolerance? Do some of these changes make sense in the terms
of the different systems, organizations, and legal bodies that may use them? Does the current
procedure essentially satisfy everybody or should an alternative approach be adopted? These
kind of general questions were asked last year.

After this occurred or around that time, the issue also raised in the consulting committee for
time and frequency and other scientific bodies resulted in the Director of the BIPM writing
a letter to the Secretary General of the ITU, who presides over the ITU-T and the ITU-R.
The letter said that if these types of changes were to be contemplated, the ITU would need to
take them up, actually incorporate them, and put them into effect. So as a result of this, the
issue seemed to be a little bit more urgent than the normal method of studying the question
for several years and ultimately coming to a conclusion. So this year, a special repertoire
working group, by correspondence, on the UTC question was established. These are members:
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I am fortunate enough to be the chairman of this group which is going to work this issue.
We have adopted a plan of action of how to attack this. Since we afe not exactly sure how
much of an impact this is going to have and how much reaction we are going to get from the
telecommunications, radio industry, and the scientific communities, this is a preliminary plan
to at least assess the situation, see what might be necessary in order to fully address this issue,
and establish a new recommendation or lack of recommendation.

The first step is that the Director of ITU-R will be sending a letter to the member states and
section members within the ITU saying that this group has been established, what the basic
plan of action is going to be, and what we are going to be doing. This is the usual formal
step for the ITU to establish these types of groups and study plans. We had hoped that would
have been out by the end of this month, but it is still not out yet, so it is still in the first
step. Once that is done, then the participating organizations of sector members or member
states would be then be identifying points of contact who would work with this special group to
address the issues and assess the impact, or lack of impact, or changes that might be necessary
to coordinate. We would then provide additional material on the question, distribute that, and
begin the process of actually doing the study.

We’re now in the fourth step, and the first step really hasn’t occurred yet of introducing this
question and our intentions to study this problem and address it with the various member states
and organizations involved at this meeting. So we have accomplished one of our tasks already.
During the time after the letter comes out and this discussion here, we will be collecting
statements, comments, and studies that may have occurred already from the various agencies
to incorporate those into a database or a library of information to base the studies on.

The next step would be to conduct a coordination meeting with the various member states or
organizations and participants at the EFTF that will occur in France in March. Hopefully, we
will be able to get enough information by that time to at least try to size the magnitude of the
problem. It could be that nobody cares and nothing happens. Or it could be that everybody
cares and we are covered up in information. We really don’t know yet. So we would be able
to assess the impact agencies that want to participate in the study and in the study group.
Then we can discuss and try to coordinate what really should be what I anticipate to be the
final plan of action to be formulated at that time. Exactly what we need to do, do we need to
do certain studies? Do we need to do simulations? Do we need to coordinate with different
agencies? Or exactly what needs to be done? We would hope to compile the results of that at
that time and report back to the next working party 7A meeting, which will occur in May in
Geneva next year, so that we may either finalize the issue or formulate a new plan of action
and try to determine how long it’s going to take to resolve this issue and come to closure on it.

So basically that is what we are working to right now. The working method for this is still
being established as well. We would hope to establish a contact point at the ITU for e-mail
or providing of material through their e-mail server that they have there. That has not been
established yet. So at this time, I would offer up—I hesitate to do this—my e-mail address
at the ITU. Any material sent to me by participants who would be participating in this, or
representatives of member states, sector members, or scientific organizations could contact me.
We would like to limit participation in the study group itself to representatives of agencies so
that we can try to maintain a reasonably sized body. They could act as the focal point for their
respective organizations and provide that to the study group.

Once the e-mail reflector is actually established, and hopefully that will occur within the next
month or so, you may either send e-mails to me directly and I will distribute it to the rest of
the working group, or later on you can subscribe to the e-mail. You can get involved and see
what is going on in the formulation of the plan or submit inputs that you have representing
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your organization. So basically, that is what we are up to. Thank you.

DENNIS McCARTHY: Thanks, Ron. The next member of the panel that we have here is
Steve Malys from the National Imagery and Mapping Agency. And he’s here to pomt out
some of the concerns about making any changes in the definition of UTC. So Steve is here to
argue for the status quo—just to more or less leave it alone.

STEVEN MALYS (NIMA): Thank you, Dennis. As we heard from Harold earlier, on the
surface of the earth for a ship or any other navigator, 1 second of time is about a quarter
mile. But if you think about a satellite in low-earth orbit, 1 second of time corresponds to
about 7 kilometers of movement. So it’s obviously very important that we account for 1 second
very accurately. At the GPS altitude, which is higher than low-earth orbit, at that altitude a
GPS satellite moves about 3 kilometers in 1 second. So leap seconds become very important,
and procedures have been developed over the years to take leap seconds into account when
they do occur. Keep in mind that over the last few decades we saw the evolution of time.
Satellite systems have become operational over those last few decades and they are no longer
experiments. GPS is obviously a very good example of operational system that we wouldn’t

want to have an interruption of service for any reason. There are other operation systems,
particularly in the DoD, that the DoD depends upon very heavily. A good example of another
satellite’ system would be something like the Defense Support Program, which looks at the
earth for missile launches. You don’t want to have an interruption of service to a system like
that.

Another example is the operation that takes place in Cheyenne Mountain out in Colorado, the
space surveillance operation that keeps track of more than 8,000 objects in orbit. It’s a very
operational system. There are strict procedures setup to handle things like leap seconds, and
they have evolved over the years. Certainly, mistakes were made in the past and procedures
have been refined. It is my experience that things have improved significantly. People have
come to understand much better how to handle leap seconds to prevent the problem. We
know, of course, that the Russian GLONASS systems has some difficulty dealing with that kind
of operational system. It is my experience that within the U.S. DoD, we have become much
better at dealing with leap seconds when they do occur.

So if there were changes to be proposed, and I'm just thinking of one of the cases that Dennis
pointed out, if we were to allow the tolerance between UT1 and UTC to grow more than
0.9 seconds, what would happen? What would we actually have to do within the U.S.—DoD
and other U.S. Government systems—to accommodate that? Keep in mind, for all of these
satellites that are in orbit, we’re doing orbit determination for these satellites in an inertial
reference frame. We integrate the equations of motion in the inertial reference frame, but our
tracking stations typically are on the ground. So our tracking stations are rotating with the
earth, which means we need very precise knowledge of UT1. We routinely account for the
difference between UT1 and UTC. That parameter is predicted on a routine basis. That is
a very important piece of that transformation from the earth-fixed reference frame —it 1s the
inertial reference frame.

So no matter what happens to time scales in the future, we need to account for the earth
rotation rate because the tracking stations are most likely going to remain on the ground —at
least, some of them will. The earth rotation is not going to go away from the perspective
of doing orbit determination. So if we were to change current procedures, systems like GPS
and other DoD systems would require some modification to the software. Remember these
are operational systems, so a change of UT1 minus UTC graded on 1 second would mean
there would have to be some effort initiated within each of these systems by somebody in
the government who runs them. Most satellite systems are operated within the U.S. by the
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government. Of course, there are commercial systems evolving now. You may have heard of the
commercial imaging systems like ICONOS, which is operational. There are other commercial
systems as well. I'm mostly referring to government-operated systems here. But there would
have to be some initiation of software changes, documentation changes, other changes to the
procedures that train personnel, and a significant amount of testing. It wasn’t that long ago
that Y2K was the big deal, and there was a lot of testing that went on. Even with all the
testing that went on, there were still minor problems that occurred. But it’s that type of thing
that costs a lot of money to do, and there are strict interfaces set up among different satellite
systems within the DoD. Those interfaces would have to be carefully looked at and analyzed.

Those are some of things that would have to start off if we were to make a change to the
current procedure. Keep in mind that the original definition UT1 minus UTC, as we know it
today, cannot exceed this 0.9 seconds. Well, many software systems were designed with that
piece of information in mind. There are lots of software packages that treat that as a tolerance.
The software will not allow UT1 minus UTC to be bigger than 1 second or it declares that
there is a problem of some kind. There is a lot of range checking on parameters that go across
different interfaces. Well, today these interfaces have this limit imposed in it. So it is similar
to the problem that Dennis mentioned where many systems that broadcast UTC parameters
have a limit of 1 second. This is another manifestation of that same kind of problem. These
interfaces would have to be changed to accommodate something greater than 1 second.

So really, this is really a practical argument for keeping things the same. If we wanted to make
changes, it is going to cost money. Like any good government institution, it is tough to change
something once it gets institutionalized and operational. There would be money involved to the
U.S. taxpayers, and other countries that run systems like this would have to allocate resources
to make changes. Of course, experimental systems or systems that are just being designed now
would be easier to change. That is mostly the operational system that I am talking about here
today.

The typical procedure to change an operational system is to first obtain a rough order of
magnitude from the contractors who are working with these systems. People who are involved
in those systems will present a request for change to some configuration management board.
If it is approved, there would have to be funds identified to go and change it. Believe it or
not, even for a little thing like changing a tolerance from 0.9 seconds to something greater, you
need to go through this whole process for an operational system. We would do all of that for
no identifiable benefit. It would just be another way to handle the difference between earth
rotation rates and some atomic time scale. There would be no improvement in accuracy that I
have been able to identify. It would be just be another way of handling a procedure different
from what we do today. That would be difficult to sell. If you are going to argue for making
a change to one of these systems, you have to explain to the people who manage the funds for
those system why they should do this. That would not be an easy argument to make because
there is no identifiable benefit to any of these operational systems. It’s just a different way of
handling it. That is really the practical side that I am here to talk about today.

McCARTHY: Thanks, Steve. That is a real concern, one of the big issues.

Now I would like to open this for discussion. Wlodek, did you have something that you would
like to say?

WLODZIMIERZ LEWANDOWSKI (BIPM, France): What I would like to say about this
issue is that the BIPM does not have an official position on this issue. We are just taking
calculations, computing UTC. We do not have a specific point of view or expertise to express
ourselves on the issue because we do not have touch with the users and so on.
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But I would like to make some comments about the possible use of TAI, because during
CCTE, there was some discussion in Europe on this issue and some exchanges on this matter.
After the last CCTF, about 2 years ago, our director wrote a letter to the operators of Global
Navigation Systems informing them that if they have any troubles with UTC because of leap
seconds, the suggested alternative is TAIL That is fine. If they use TAI for internal time scale
systems, I argue with this.

But what worries me is that this letter is maybe not expressing as clearly as it should that the
use should be limited only to such internal applications. I also saw in another document of ITU
somewhere that TAI was suggested as an alternative to UTC for much broader applications.
That worries me because this means, already having UTC, a legal time scale, we are suggesting
introduction into civil life another time scale, TAI, which does not have legal meaning. But
because of this discussion about leap seconds, some people begin to say—and this happened
at the last CCTF —we in fact have a time scale that does not have leap seconds, so let’s use it.
But this is a problem. Because if people begin to use TAI for civil applications, which will be
apparent and visible to the public, that will be a problem because we will be going to two time
scales and that will lead to mistakes and possible disasters even. Because now the difference
between two time scales is 32 seconds.

For example, on BIPM’s Web site, we can see making two time scales, UTC and TAIL That
worries me a little bit, because many people go into this Web site and they ask what the matter
is and what time is it. What should I put my watch on, UTC or TAI? Which is the right time?
In fact, the right time is not UT1, it is UTC. We should not make mistakes with TAI time.
TAI is something else. In fact, TAIL I should say, is a UTC system time. It is an internal
time scale to generate the final, official, legal time scale for the world which is UTC. So what
I would like to point out, in summary, we should not go too quickly to TAI as an alternative
because we would go into some big trouble. When I spoke about this issue with some people,
they said that GPS time does not have leap seconds and people are getting GPS time. In fact,
what I know of this, according to my experiments, GPS users don’t use GPS time. GPS time is
an internal time scale to the system. GPS users are using UTC(USNO) as broadcast by GPS
so they use the right second.

McCARTHY: We often have that question about GPS time. People often think they’re using
GPS when they are not really using what is strictly defined as GPS time. They are using UTC,
but they call it GPS time. Demetrios, if you could just briefly say something about URSL
Demetrios conducted a survey of an URSI group to give its opinions. If you could just say
briefly what the results of that survey were.

DEMETRIOS MATSAKIS (USNO): You probably know this too. A lot of times, people turn
their GPS receiver the wrong way and we get a phone call on why their receiver is 13 seconds
off. That’s an easy problem to fix. We did a survey—1I actually talked about this a little bit
at the last PTTI when the survey was in progress. It was under the auspices of URSI, but I
tried to send it everywhere. I asked people to distribute it around, and I got several hundred
replies. The committee prepared a final report, which we sent to everybody who sent us a
reply. If any of you want it, we can send it to you. We set up a chat group to talk about the
problem after the report went out. The computer got wiped out by a virus, we believe, about
2 weeks ago, and unfortunately, it was not correctly backed up. We recovered most of what we
had, and I want to give it to Ron Beard. I'll give him all of the comments that people made
about the report and after the report.

BEARD: If you look at the international community and the people who might be involved in
this, it would get extremely large and complicated.
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MATSAKIS: I made some notes and but did not come prepared to talk. Typically, the majority
was against the change. Most of the people I got were complainers who didn’t like the change.
That’s typical: when you say you want to do something, those who are in favor don’t say much
about it. When you look at why they were opposed to it, most of the people were opposed
to it for reasons that were not related to money or anything practical. Steve was one of two
people who came in with a practical objection. They both were the same, having to do with
the expense of going over codes for large, expensive systems.

But the greater tone was a lot of very strong, sometimes emotional, people who said, “don’t
mess up our clocks.” But there was nothing religious that I got, which was a bit of a surprise.
I didn’t go out of my way to contact religious leaders. I got one opposition from Saudi Arabia,
and I asked him why; and the answer was he was concerned about amateur astronomers. And
that was one class of user, amateur astronomers who cannot get the number of leap seconds
or want to know how they can point their telescopes.

That was along with the other people who were giving reasons why you just don’t want to
have time going off. There was a problem with the NIST WWVB. When they broadcast the
difference between UT1 and UTC, they only have a fixed area in their format. So that will
eventually fail, and quite quickly. Any user who is getting that correction off of WWYVB series
will run into troubles. They don’t know how many people, if any, are uvsing that system, but
they may find out if this thing happens.

So those are all the comments I can make just now concerning the notes I made on this.

THOMAS CLARK (NASA Goddard Space Flight Center): A couple of things that I want to
make comments on relate to Dennis’s comments earlier. First of all, just so you all are aware,
of course, UT1 is an astronomical definition of time. The current arbiter of astronomical time
is VLBI observation techniques. That comes through programs in this country from NASA,
namely my program and Dennis’s at USNO.

One of the things in talking about the parabolic type of tidal model that was not included
in that, which is one of the things that concerns me, is that in addition to the predictable
tidal terms there are a series of essentially random-walk phenomena. The recent El Nifio
that happened, the transition from El Nifio to La Nifia caused a sundial error of about 5
milliseconds. It happened to be about 3.5 milliseconds on one side and then 1.5 milliseconds as
it recovered into the other. So the peak-to-peak range was about 5 milliseconds. So there was
this random-walk curve of 5 milliseconds due to one discrete, albeit couple-year-long weather
events on relatively short times. Those happened and it essentially has to be treated as a
chaotic, stochastic noise process in terms of the clocks.

In addition, Dennis alluded to the decadal scale variations. Most of that comes from essentially
climatological variations in our atmosphere and, more important than that, climatological
variations in terms of the circulation of fluids inside the earth. Those have to be considered in
all of this. They are not really predictive quantities, at least at our current level of knowledge.
They have to be treated as a random-walk term. So I just wanted to make sure that people
realize that it is not just the soli/lunar tidal drag of the earth that cause these effects.

I tend to come down on the side of let’s not make changes based on the “it ain’t broke, don’t
fix it” model. The current scheme keeps the attention of the populace. In many cases, the
population, the human experience lives by astronomical events. I’'m surprised at Demetrios’s
comments that he didn’t get more in the way of religious types of input. I think it could be
that URSI did not really solicit the opinions of religious and civil communities. They were
soliciting scientific communities. Certainly, several faiths have events that are scheduled by

250



either solar or lunar events. Many of the fundamentalists that have those beliefs are also
potential hostile enemies of more technologically advanced who don’t want to have the feeling
that Americocentric ideas are being crammed down their throat. So I would offer the caution
that if changes are made, it could be viewed politically/religiously as being a very negative thing.
I think that does have to be factored into all of this. We really need to think about it.

Ron Beard talked in terms of the ITU events. A couple of us were talking back here, and we
are a little surprised that the ITU views this as a crisis event that is putting it into a fast-track
status. I'm not sure that it is a crisis event. The civilization is certainly living with the current
situation. Until the year 2600, when we hit a definition problem that the tidal effects make it
so that it drags us into a 6-month refresh interval, not being adequate to maintain the current
definition, there really is not a serious problem with the status quo. I hardly believe that
making a decision that doesn’t have an effect until approximately 2600 puts us into a crisis
condition. So I guess I argue for maintaining the status quo.

McCARTHY: I would just like to offer one thing there. The decadal variations are what you
saw in that simulation, so that’s where that comes in. But it’s not just 2600, because those
decadal variations could force us to go to more than every 6 months insertions within the next
100 years. The crisis comment still stands.

BEARD: A crisis in the ITU —you are not familiar with the ITU time scale, obviously. ITU
time and whatnot are very much governed by a lot of bureaucratic procedures. Putting it on
the fast track means it will happen before the next decade happens, more than likely. So I did
not mean to say that we were going to general quarters to address this by next month, certainly
not. The issue was significant enough —perhaps I should have said —to put special focus on
it. Perhaps shorten some of the time. But help focus the study and the highlighting of it to
assess the full impact. As Steve pointed out, there is a significant impact on various section
members, on costs of doing changes. Certainly, the status quo minimizes these types of status
change cost.

However, some of the other issues are —let me say, many systems are using internal time scales
rather than the official time scales in order to avoid leap seconds. GPS time, I think, is a classic
example. Many other systems are doing this so that they can have a continuous time scale and
do a lot of automatic processing that a discontinuous time scale does not permit. So if you
look at the other systems that are coming on, the relationships and trying to bring all of these
systems onto a common time scale have a significant problem by having a discontinuous time
scale. One of the more significant decisions that is going to be made in the next year or so is
the Galileo time scale. Its relationship to the other satellite systems, GPS, GLONASS, possibly
other telecommunication systems on the ground that all these things need to be seeing this
with, what time will they use? Will they use another internal time or will they use international
standards? So that is part of the reason.

JUDAH LEVINE (NIST): I have just a few comments. First of all, David Mills and I are
presenting a paper on the idea of simultaneously transmitting UTC and TAI over the Internet
with the idea of addressing one of the solutions that you proposed of making TAI more
available. That way you have both UTC and TAI sort of simultaneously. That doesn’t take a
position on the question, it kind of provides a solution that is available today without having
to wait for the ITU to go into crisis mode. I think that is the first issue.

The second issue is that I have written to Demetrios about the finite resolution of our time
services which would be broken if UT1 minus UTC were allowed to become bigger than a
second. I don’t think that is a big issue. We could redefine the time service transmissions to
have a different resolution. I don’t see that as a real issue.
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When I was involved with Demetrios’s questionnaire —I live in an astrophysical and astronomical
institute, and so, of course, I had a long line of folks out the door discussing the astronomical
and astrophysical religious fervor of “you mustn’t change the time” and so on. But one of the
things that emerged from that discussion is that there already is, of course, an annual term,
because, when you talk about mean solar time, that is not a physical time. That’s an average
over a year. There is an annual variation in the time, which is like 15 minutes. Those folks
have managed to cope with that 15-minute time without any difficulty at all. Of course, the
whole leap second effect is a perturbation on this 15 minutes, and will remain a perturbation
on this 15 minutes for quite some time to come. So I don’t think it is really such a big issue
as has been made, in a sense that you don’t have to deal with this 15-minute question.

I guess the final comment I have is that I have been involved on and off in the definition of
the Jewish religious calendar, which is locked to sunrise and sunset as defined locally. And we
just use the tables from the Naval Observatory; there is no issue. We just define sunset, we
look up what time it is, we print it on the calendar; and that is the end of it. It is just not a
question.

WILLIAM KLEPCZYNSKI (Innovative Solutions International): I have a comment to make
about UTC and GPS time. A lot of papers I've seen at some of the conferences, especially
the ION conferences, are now referring to UTC(GPS). But really, they are referring to GPS
time. So GPS time is neither UTC nor TAI, or even close to it because it,s off by about 12, 13
seconds or so. So that is the problem that Wlodzimierz was referring to when the difference
between TAI and UTC is a whole integral number of seconds. The difference between GPS
time and UTC is also still a whole number of seconds, and it has to be really kept in mind by
the users.

THOMAS CELANO (Timing Solutions Corporation): I’d like to address a point that Steve
made and I believe something that was missing in the previous talk. I think cost to the user
community is an issue that is going to drive a lot of this. But I think that you missed a point
in that there is a cost associated with how we do it now. You made a point of all the systems
know how to deal with it now. But we install timing systems in a lot of places that literally
shut down when the leap second happens. There is a cost associated with that that needs to
be taken into account and if we’re going to consider making the change. Because that cost
would go away if we could become operationally continuous over these intervals. I don’t think
that we should use the changes in RFC that are going to be required to do all this stuff, but I
don’t think we should use the process of change as a reason not to do it. I think we need to
be able to recoup the operational cost that we’re spending now in testing and the loss of time
during the steps in a more continuous fashion.

One thing that I think was missing in all of the options that you guys provided for how we
deal with this is the cost associated with each one. I think Steve made that point very well.
Different ideas are going to have different implications cost-wise, and one thing that produces
cost is predictability. You had a couple options that had predictability, and if you have that, it
really simplifies a lot of things operationally and it does reduce cost.

MALYS: One comment to that that I would like to add. Speaking of shutting down, one little
anecdote I wanted to share: About 15 years ago, I was doing orbit determination on the Navy’s
Transit satellites. There was a gentleman working with me who did the prediction of earth
orientation, including UT1. Well, every time there was a prediction of leap second, he would
go on vacation because it was too stressful for him to handle. So I took over his job, and I
owe him a thanks for introducing me to leap seconds.

HUGO FRUEHAUF (Zyfer, Inc.): I'm dressed in black to represent all the religions of the
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world today. The three major high-profile religions that deal with time. First of all, in Judaism,
as Judah has already mentioned, it is a matter of sunset, and that’s taken care of, as he
mentioned. In Catholicism, I know of no particular issues with respect to time, so I think that
part of it is okay. In Islam, we’re dealing with pointing to Mecca, and that can certainly be
done without the leap second consideration. So there you have it, no mystery.

CHADSEY: One issue about the leap second and the timing for the religious community was
from the people we’ve been able to talk to and get the information from. Most of them base
it on the tables produced by USNO, or you can look them up in several books. Those are
general tables, and it changes by a minute for about every 9 miles that you move in position,
so there is a little bit of leeway there.

The people who are very orthodox believers say “Well, we need to worry about the refraction
of the sun around the earth, and what about the mountains and things like this?” So a lot of
those folks, through their religious upbringing and their training, have come to realize, “well,
let’s adjust it by 4 or 5 minutes,” whatever their leaders have instructed them on. So they
can account for these small variations of not only their location, but also the scientific fact of
refraction of the sun and things like that.

So they're handling it and it is a minor problem for them. The major problem is more for the
scientific and the communications industry. The costs of it are going to be ridiculous whichever
way we go.

ROBERT NELSON (Satellitc Engineering Research Corporation): The principal difficulty with
the leap second is the operational problem that it presents to complex timing equipment. So,
therefore, I would speak to eliminating the need for the leap second and continuing a time
scale such as UTC, which means continuity with the present civil time scale. The difference
between UTC and UT1 can be applied mathematically by those people who are best equipped
to understand it, who are the celestial navigators.

I think history can provide us with a guide. What we are facing today with the atomic clock
technology is that we have a paradigm shift. In the 14th century, when mechanical clocks first
became possible with the invention of the escapement, they were used to ring church bells. It
introduced to the public perception of time, for the first time, the notion of an equal hour
rather than an unequal hour.

In the early part of the 19th century, astronomical ephemeredes were constructed with apparent
time as the argument, instead of mean solar time. But when pendulum clocks advanced to the
state that they could reliably provide a direct measure of mean solar time, then the equation of
time, as Judah alluded to, with the maximum difference of 16 minutes between apparent and
mean, was used in reverse. Instead of being used to determine mean solar time from apparent
time, which was directly measured by the altitude of a star or the sun, it was being used to
determine apparent time from the measured mean solar time as given directly by a clock. So
I think the time has come in the 21st century, in modern society, to break the tie with the sun
all together. After all, in a given time zone, the clock reading can be off from apparent time
by as much as half an hour. We use the difference between Daylight Time and Standard Time
regularly, which is a difference of a whole hour.

One of the options mentioned was the possible use of TAI I think that was already addressed
by the fact that it is different from UTC by 32 seconds. So if we went to TAI, we would have
to change our clocks by 32 seconds. It is much like the calendar had to be changed by 10 days
in 1582 when the Gregorian Calendar was adopted.

So I would propose then that instead, UTC be maintained continuously without leap seconds
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and that, if necessary, a new time scale, which one could call “UT1C,” could be provided, much
as UTC is used today to provide the means of celestial navigation. Those people will need a
direct measure of UT1. The difference between these two could be provided, for example, by
coded signals, much as D-UT1 is provided now to give the difference to the nearest tenth of
a second.
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an increase of 1.3 to 3.4 times the one degree of freedom of the plain Hadamard deviation at the
longest averaging time. The new Hadamard-total deviation is slightly negatively biased with respect
to the usual Hadamard deviation, and = values are restrictéd to less than or equal to T/3, to be
consistent with the usual Hadamard’s definition. We give a method of automatically removing bias
by a power-law detection scheme. We review the relationship between Kalman filter parameters and
the Hadamard and Allan variances, illustrate the operational problems associated with estimating
these parameters, and discuss how the Hadamard-total variance can improve management of present
and future GPS satellite clocks.

1 INTRODUCTION

Using a type of Hadamard variance, the goal of this paper is to reduce the uncertainty of long-term
estimates of frequency stability without increasing the length of a data run. For measurements of
frequency stability, the two-sample frequency variance known as the Allan variance was generalized
to an N-sample variance weighted with binomial coefficients by R. A. Baugh [1]. The case of the
three-sample frequency variance that is used here is the Picinbono variance [2] times 3. However,
in this paper, it will be called a Hadamard variance (following Baugh’s work) that is defined as
follows. Given a finite sequence of frequency deviates {yn,n = L,..., Nymas}, Presumed to be the
measured part of a longer noise sequence and with a sampling period between adjacent observations

given by 1o, define the 7 = mp-average frequency deviate as

[aey

3

yn(m) = Yn+j- (1)

1
m 4

[
Il
<

Let H,(m) = Ty, (M) = 20y 110 (M) + T yom, (M) be the second difference of the time-averaged frequen-
cies over three successive and adjacent time intervals of length 7. Define the Hadamard variance
as

hoy (r) = & (H2(m)), )

where < - > denotes an infinite time average over n, and yo,? depends on m.

The GPS program office uses this particular time-series statistic for estimating Kalman al-
gorithm coefficients according to [3], which coefficients will be discussed in a later section. The
Hadamard deviation yo,(7) is a function that can be interpreted like the more efficient Allan de-
viation as a frequency instability vs. averaging time 7 for a range of frequency noises that cause
different slopes on yoy (7). This is shown in figure 1. For estimating Kalman drift noise coefficients,
HOy(T) is inherently insensitive to linear frequency drift and reports a residual “noise on drift” as
aTs slope, or what is commonly called random run FM (RRFM). This is in contrast to the Allan
deviation, which is sensitive to drift and causes a 71! slope. If the level of drift is relatively high,
it masks the underlying random noise. It is customary to estimate and remove overall frequency
drift. Depending on the method of drift removal, this procedure can significantly alter the Allan
deviation in the longest term 7 region of interest, so estimating underlying noise can be a formi-
dable task for any given data span. On the other hand, the Hadamard deviation is unaffected by
removing overall frequency drift. For this reason, it is the preferred statistic in situations in which
the frequency drift may be above the random noise effects, which is the case with the use of Rb
clocks in the GPS Block II satellite program. We do not imply that systematics such as frequency
drift can be ignored. Indeed, satellite clocks are changed and these systematics must be learned as
quickly as possible to ensure a smooth changeover.
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Figure 1: The Hadamard deviation (root Hvar) shows FM power-law noises as straight lines in
addition to PM sources of noise for 7-domain power-law exponent g (that is, Hcrj(’r) o« T#) range
of -2 < u < 3. We define a new estimator that can be interpreted identically called Hadamard-
total deviation (root TotHvar) and that has significantly improved confidence at long term. The
Hadamard-total deviation is insensitive to linear frequency drift that can mask characteristic ran-
dom noise typically encountered here in the region where 7 = one-week and longer. The goal is to
identify p even-integer power-law noises and accurately estimate their levels in order to set system
parameters associated with the GPS Kalman filter.

Throughout this writing, we will make comparisons using the traditional best statistical estima-
tors, denoted by “Hvar” and “Avar” referring to the maximum-overlap estimators of the Hadamard
and Allan variances. Section 2 reviews the “total” approach to improving statistical estimation.
Sections 3 and 4 give two methods of computing total Hadamard variance, designated as TotHvar,
using measurements first of fractional frequency deviations and then of time deviations. Then we
quantify the advantage of TotHvar over Hvar in Section 5, giving formulae for computing bias and
equivalent degrees of freedom (edf) of TotHvar. Section 6 gives a method for efficiently determining
the noise type at a given T-value for automatically correcting the bias and determining confidence
intervals for the range of noises considered by TotHvar. Section 7 reviews how an estimate of
r-domain frequency stability is used to set Kalman filter parameters (or ¢’s) used in GPS opera-
tions, problems associated with the application of either the traditional Allan variance or Hvar to
the Kalman filter, and how TotHvar serves as a unifying solution. Finally, Section 8 discusses a
past scenario in GPS operations in which TotHvar is applied to real data showing the benefit of
improved estimation of long-term frequency stability.

2 THE “TOTAL” APPROACH

The total estimator approach has been developed to improve confidence of major statistical tools
used in analyzing and characterizing instabilities in phase and frequency of oscillators and syn-
chronization systems [4-9]. Making a “total” estimator of eqn. (2) involves joining each real data
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subsequence, namely the subsequence of y; that goes into each H,(m) term, at both its endpoints
by the same original data subsequence so that it repeats. This creates a new extended version of
each 7; subsequence that may be extended by a forward or backward repetition, with or without
sign inversion, thus with four possible ways to extend. From numerous simulation studies, we have
determined that an extension by even (uninverted) mirror reflection of linear-frequency-detrended
H,(m) subsequences yields the largest edf gain and least bias for the range of noise types identified
by standard Hvar.

3 COMPUTATION USING y,-SERIES

H,(m) is computed from a 3m-point data segment or subsequence {y;}n = {¥%,1=n,...,n+3m—
1}. Before applying any data extensions, we must remove a linear frequency trend (drift) from each
subsequence by making

Yy = Y — i,

where ¢, is a frequency offset that is removed to minimize Zf;fmﬁl(oyi —%9;)?, to satisfy a least-

squared-error criterion for the subsequence. In practice, it is sufficient to compute this background
linear frequency slope by averaging the first and last halves of the subsequence divided by half
the interval and subsequently subtracting the value. Now extend the “drift-removed” subsequence
{y;}n at both ends by an uninverted, even reflection. Utility index [ serves to construct the
extensions as follows. For 1 <{ < 3m, let

o ) o, # )
ynﬂl - yn+l—l? yn+3m+l*1 - yn+3m~l7 (3)

to form a new data subsequence denoted as {"y;?‘?é }» consisting of the drift-removed data in its center
portion, plus the two extensions, and thus having a tripled range of n—3m < ¢ < n+6m—1 with 9m

points. To be clear, we now have extended subsequence {Oyz# = {"yz# ,i=n—3m,...,n+6m—1}.
Define
1 Nymaz—3m+1 1 n+3m—1 2
2 = - OH-# m ) N 4
TOtalHO'y(m, 70, Nymam) 6 (Nyma,m- 3m+1) — <6m i:nz_:gm ( ) ( ) ) ( )

for 1 <m < L&QE‘EJ, where |c] means the integer part of ¢ and notation OHZ.#‘ (m) means that

H,,(m) above is derived from the new triply-extended subsequence {oyzéé }. The symmetries of the
extension and the Hvar filter allow the computational effort to be halved. Let k = |[3m/2]. We
need to calculate #¢ only for n—k < ¢ <n+k-+3m—1, and #HY () only forn—k <¢ <n+k.
Then

”*i“f"l (#Hf (m))2 = 2 nik:_l (#Hz9 (m))2 + (#Hﬁ~k (m)>2 t (#HZ““ (m))2 > EVer,
i=n—-3m i=n—k+1
n+k

= 2.:;

K3

<#Hf (m))2 ,m odd. ©)
k
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4 COMPUTATION USING z,-SERIES

The methodology described above can be written in terms of calculations on residual time differences
between clocks, namely an z;-series (to adhere to usual notation), recalling that

i (m) = (Tigm — @) / (MT0) .-

Thus in the total approach applied to z;-series, the data extensions on subsequences of x; will be
constructed in such a way that

oot = (it —at)

in agreement with section 3 above. This has the effect of requiring an odd mirror extension and a
third-difference operator when considering subsequences of x;. The Hadamard variance discussed in
section 3 as a second-difference operator on T-averaged y, values can now be re-expressed in terms
of a third-difference operator on time-error z;-values. The sample variance (or mean square) of
these third differences falls neatly into a class of structure functions, namely the variance produced
by a difference operator of order three [10]. The modified Allan variance can also be treated as a
third-difference variance [11].

The z;-subsequence that corresponds to the y;-subsequence starting at v is {z;, n <@ <n+ 3m},
which has 3m + 1 terms. Compute the detrended subsequence °z; according to

k= ?ﬁ Co = Tpn, — Tnt+k — Tnt3m—k +mn+3m
2 |0 7 k (B3m — k) ’
°z; =2;— s (i—n)(i—n—3m), n<i<nt3m.

Define the extended subsequence {O:E# n—-3mi<n+t 6m} by

z 7

O:L'l# = °z;, n<i<n+3Im,
°gf | = 2(°%p) —°ny, L <1< 3m,
O$t+3m+z = 2(°Tni3m) — “Tnizm-t, 1 <1< 3m.
Then
mTo (°Hf (m)) = — "z +3 (°a>fim) -3 ("wﬁgm) +exf, . n-3m<i<n+3m-—1

where on‘# (m) has the same meaning as in Section 3. Now the Hadamard-total variance is com-
puted from (4) as before with Nymas = Ngmas — 1. Because of symmetry we need #3;;? only for
n—k<i<n+k+3m, and (5) applies.

5 BIAS AND EQUIVALENT DEGREES OF FREEDOM

We consider the random frequency-modulation (FM) noises since these dominate at long-term
averaging times where we can capitalize on the improved confidence of using the total approach.
To analyze phase-modulation (PM) noises, one would usually use Total TDEV [6] rather than
the Hadamard deviation. For brevity, let TotalHaZ(m, 70, Nymaez) be TotHvar (7,T), where 7 =
m70, T = NymaoTo- The normalized bias and edf for TotHvar are given by
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E{TotHvar (1,T)}

nbias (1) = F{tivar (n. 10}~ 1| =a, 6)
edf (1) = edf[TotHvar (1,T)] = b_o_jrj%;?'—/f’ (7

where E{-} is expectation of {-}, 0 < 7 < L, 7> 167 (to be explained), and a, bo, and b; are given
in Table 1 for the five FM noise types considered by the Hadamard variance. « is the corresponding
power-law exponent of the fractional-frequency noise spectrum Sy(f) o< f*. In the context here,
its valid range is —4 < a < 2. E{TotHvar (7,T)} relative to E {Hvar (7, T)} in (6) is independent
of 7 and T, dependent on noise type, and biased low, giving a the negative sign in Table 1. The edf
formula (7) is a convenient, empirical or “fitted” approximation with an observed error below 10%
of numerically computed exact values derived from Monte-Carlo simulation method using the by and
by coefficients of Table 1 and with the error decreasing with averaging factor m = 7/79 increasing.
In fact, (7) should be used only if data-sampling period 7o is sufficiently short compared to the
averaging time 7 by 7/m0 > 16. Otherwise, there are not enough points for the data-extension
procedure in the total estimator to have significant advantage over the plain Hadamard estimator.
In other words, the 7g-dependence of the total estimator of (4) plays a significant role, whereas the
weaker 7o-dependence of the maximum-overlap estimator of plain yo,2(7) given by (2) is generally
suppressed as in (2). It is well known that maximum-overlap statistical estimators will increase
edf, hence confidence, and thé degree of data overlap is dependent on sampling interval 7o relative
to 7 [12,13]. Real data should be sampled as fast as practical for a given averaging time. This
is especially true in order for the data extension of each subsequence to be effective in the total
approach.

Assuming chi-square distribution properties and edf computed by (7) and the values of Table
1, confidence intervals will be conservative since the distribution is actually narrower than chi-
square. Although not quantitatively investigated, the narrowing of the distribution is proportional
to increasing averaging factor m = 7/7p. Fortunately with real data runs, m is, of course, always
largest at longest-term. Depending on the noise type, we have seen narrowing by as much as 15%
for m =~ 100, 000.

To show the improvement in estimating the Hadamard function, Table 2 lists the exact values
of edf from theory for computations using TotHvar vs. plain Hvar for the longest averaging factor in
which 7 = 7'/3. This point is the last point in the estimate, and the improvement in confidence using

Table 1: Coefficients for computing (6) and (7), normalized bias and edf of TotHvar.

Noise Abbrev. « a bo by -
White FM WHFM 0 -0.005 0.559 1.004
Flicker FM FLFM -1 -0.149 0.868 1.140

Random Walk FM  RWFM -2 -0.229 0.938 1.696
Flicker Walk FM  FWFM -3 -0.283 0.974 2.554
Random Run FM  RRFM -4 -0.321 1.276 3.149

TotHvar is substantial, particularly for the general case of WHEFM noise. TotHvar is a significantly
improved estimator that offsets much of the criticized inefficiency in using the sample Hadamard
deviation as opposed to the sample Allan deviation in the presence of common WHFM noise in
frequency standards.
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Table 2: Exact “LHRtidnd! gain for Tue = T/3.

Noise  edf gain of TotHvar (7/3,T)

WHFM 3.447
FLEM 2.448
RWFM 2.044
FWFM 1.676
RRFM 1.313

6 POWER LAW DETECTION

It is important to be able to determine which power-law noise type is present for a given 7-value in
the range —4 < « < 0 so that TotHvar’s bias can be removed automatically. Similarly, before the edf
can be determined to establish confidence intervals and set error bars for a stability measurement,
it is necessary to identify the dominant noise process. This section describes a noise-identification
(noise-ID) algorithm that has been found effective in actual practice, and that works for a single
T-point over the full range of —4 < « < 2. It is based on the Barnes B1 function [14], which is
the ratio of the N-sample (standard) variance to the two-sample (Allan) variance, supplemented
by applying this function to frequency data, and the R(n) function [15], which is the ratio of the
modified Allan to the normal Allan variances.

The Bl function has as arguments the number of frequency data points N, the dead time ratio
r (which is set to 1), and the power-law T-domain exponent p. The Bl dependence on u is used
to determine the power-law noise type for —2 < p < 2 (WHPM and FLPM to FWFM). For a Bl
that is consistent with a g = —2 result, the o = 1 or 2 (FL.LPM or WHPM noise) ambiguity can be
resolved with the R(n) ratio using the modified Allan variance.

For the Hadamard variance, the noise determination must be extended to u = 3 (or o = —4,
RRFM). This can be done by applying the B1 ratio to frequency (instead of the usual phase) data
and adding 2 to the resulting p. This procedure is called “*B1” herein. Since the *BI procedure
simply applies the Barnes B1 ratio to frequency data instead of phase data, its use is as before, but
now its range is effective from WHFM to RRFM noise. (This is analogous to simulation of RRFM
data by treating RWFM phase data as frequency data.)

The overall noise identification process is as follows:

e calculate the standard and Allan variances for the applicable T averaging factor,
e calculate B1, BI(N,r =1, u) = ﬂ%,

e determine the expected BI ratios for o« = -3 through 1 or 2,

e set boundaries between them and find the best power-law noise match,

e resolve an o = 1 or 2 ambiguity with the modified Allan variance and R(n), or

e resolve an o = -3 or -4 ambiguity with *B1.

Table 3: Formulae for B1(N,r = 1,u). Substituting frequency data into the usual phase-data
measurement of B1 ratio will shift these formulae to the p + 2 range, thus covering RREM.
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Noise I Bl =
FWFM 92 @Kg’_ﬂl .
RWFM 1 N/2
N InN
FLFM 0 HN=1) In2
WHFM -1 1
2_
WH or FLPM -2 58—

For a data run of length N, Table 3 gives five specific formulae for Bl corresponding to u =
-2, -1, 0, 1, and 2. Table 4 summarizes the power-law detection scheme and gives the boundaries
for demarcating each noise type. The boundaries between the B1, *B1, and R(n) functions are,
in general, set as the geometric means of their expected values, and the actual measured ratio is
tested against those values downward from the largest applicable p. For example, if, during the
testing, the measured Bl ratio is greater than the square root of the product of the expected Bl
values for RWFM and FLFM noise, it is determined to be the former (o = —2, RWEM).

High levels of frequency drift should be removed to best identify the underlying noise process
by this method. Also, the R(n) ratio cannot, of course, be used for 7 = 79 averaging factor (in
which case it is 1 for all noise types). Finally, at the very longest averaging factor or last T-point,
it is better to use the previous or 7 — 79 point to estimate the noise type. This algorithm has
been used in commercial frequency-stability software [16] for the past decade with good success.
It allows bias corrections and. error bars to be calculated automatically during an analysis for all
of the common time-domain stability statistics (including the new Hadamard total variance here)
over the full range of noise types and for essentially all 7 averaging times.

7 THE KALMAN NOISE MODEL AND THE GPS OPERA-
TIONS PROBLEM

‘The time update of clock states in the Master Control Station (MCS) Kalman prediction algorithm
is based on an average of the the most recent measurement, of these states for each individual clock,
modeled simply by random noise acting on phase z(t), frequency y(t), and frequency drift z(¢).
With this model, the measured power-law « exponents of the frequency-fluctuation noise spectrum
take on only the values 0,-2, and -4, corresponding to WHEFM, RWIFM, and RRFM, or p = -1,
1, and 3 in the 7-domain. Hence, we want to precisely extract the level of these noises for each
clock using the most efficient method possible, which heretofore has been the sample Allan variance
with drift removed from the data run, and more recently the sample Hadamard variance, because
of its logical link to the model. If white PM (WHPM) is a significant noise component, and for
completeness, the o = 2, u = —2 case corresponding to WHPM is included as a separate error.

The parameters used by the MCS within GPS system operations are denoted as Kalman filter
¢’s. By convention, each filter parameter ¢;,¢ = 0,1,2,3 corresponds respectively to 7-domain
power law exponents u = —2, —1, 1, 3. For the Hadamard variance, the relationship is [3]

woy> (1) = olypm + Olyarm + Chwrm + OkrM
= Bqom? + 77 + 5o + 1o5BT° (8)
For the Allan variance, the relationship is [17]
0, 2(1) = 3o % + 171 + Lot [+ 50377, (9)

where the inclusion of the RRFM noise term as [+ g%q37'3] is a point of contention for two reasons.
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Table 4: Power-Law Noise Identification.

Noise | a | u ID by Remarks

RRFM | -4 3 | B1&*B1| Use *B1 to resolve a = -3 or -4 ambiguity
Decision boundary: {B1{FWFM) + B1(RWFM)} / 2

FWFM[-3 | 2 [B1&*B1| Use *BI to resolve o = -3 or -4 ambiguity
Decision boundary: {B1(FWFM) + B1(RWFM)} / 2

[RWFM[-2 | 1 [BL |

Decision boundary: sqrt {BL(RWFM) x B1(FLFM)}

FLEM[-L [ 0 [BL |

Decision boundary: sqrt {B1(FLFM) x BI(WHEFM)}

WHFM] 0 [-1 [BlL |

Decision boundary: sqrt {B1I(WHFM) x B1(FLPM)}

JFLPM | 1 |-2 | BI&R(n) Use R(n) to resolve a = 1 or 2 ambiguity
Decision boundary: sqrt {B1(FLPM) x B1(WHPM)}

WHPM| 2 [-2 [ BI&R(n)

Noise ID Methods: B1 = Barnes B1(N, r, m) bias function with r = 1 [14].
*B1 = B1 applied to frequency data as phase data with p = u+ 2. R(n) =
ratio, mod Allan variance/Allan variance. [15].

First, estimating g3 by (9) using real data is unreliable because RRFM is inconsistent by the
definition of the Allan variance. Second, ref. [17], from which the term derives, does not compute
the Allan variance; instead, it computes the optimal mean-square prediction error variance of
Y(to, to + 7) based on {x(1),t < tp}, for frequency noise spectra with o = 0, -2, and -4. For these
reasons, we advise omitting the RRFM term entirely from (9). The other terms of (9) happen to
be correct for Allan variance.

The GPS Hadamard variance is defined to be equivalent to the Allan variance for WHEFM,
which is confirmed in comparing (8) and (9); however the variances differ by a factor of two for
RWFM, therefore they cannot be used interchangeably under normal circumstances and involving
drift-free stochastic processes.

Tuning the Kalman filter depends on the ability to “g” each individual clock according to
estimates of its noise. The GPS Block IIR satellite program incorporates Rb atomic oscillators
that are characterized by a mix of various levels and types of random noise and with frequency
drift that may be significantly above noise. This kind of oscillator mix is difficult to manage using
Avar and (9), which must be used based on drift-removed frequency residuals. However, reverting
to using “frequency-drift insensitive” Hvar and using (8), the confidence becomes a factor of about
% less near the last and crucial long-term 7,0, = 7'/3 value owing to the plain sample Hadamard’s
edf of one less as compared to Allan’s edf. For the proper perspective, note that we are in the
one-week averaging 7-region with a last real-time data run of about one month, thus edf ~ 1-
2; so estimating filter ¢’s is somewhat subjective. Figure 2 illustrates a summary of estimates of
frequency stability for each GPS satellite clock as published in reports issued by the Naval Research
Laboratory [18].

Table 2 shows that the new TotHvar (7°/3,7") edf is multiplied by a factor of 1.3 to 3.4 over
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plain Hvar (T'/3,T). TotHvar can be applied directly and reliably, while retaining the efficiency of
the sample Allan variance without the difficulty associated with real-time drift removal.

The work of this paper has impact on two GPS operational issues. The first is that the time
needed to estimate the Hadamard variance is substantially reduced. For example, to obtain a 7 =
one-week estimate of the Hadamard variance with, say, the last 40 days of measured data, the Total
approach using TotHvar obtains a one-week estimate with the same or better confidence in about
26 to 34 days of measured data. The second issue is that satellite data are obtained by the linked
common-view method [19], and the delay in receiving the monitor station tracking data is currently
at 2 to 3 days. Thus, it is important to extract maximum information from data at hand.
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Figure 2: Hadamard-deviation frequency stability of individual GPS satellite clocks vs. USNO
Master Clock for the period | January to 1 July, 2000 [18].

8 EXAMPLE

Figure 3 is data of SV24, a Block ITA GPS satellite. Total Hadamard deviation, plain Hadamard
deviation, and Allan deviation are compared with increasing data spans starting at 7 days and
extending to 28 days and shows how each of these statistics behaves as it evolves. As is generally
the case, TotHdev performs better at estimating the longest-term noise level than plain Hdev for
measured data spans as indicated by estimated levels from later (longer) data spans.

9 CONCLUSION

We have developed a significantly improved estimator of the three-sample Hadamard frequency
variance based on the so-called “total” approach and denoted as TotHvar, for use in GPS operations
and analysis. Practically speaking, we have reduced the long-term estimation uncertainty in terms
of edf by a factor of 1.3 to 3.4, depending on the noise type, and we have presented a way to
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Figure 3: Total Hadamard deviation, plain Hadamard deviation, and Allan deviation for SV24
satellite clock data as the data run increases from 7 days (front plot) to 28 days (rear plot). The
last (rightmost) values of TotHdev for shorter data runs anticipates the underlying noise level of
longer runs compared to plain Hdev (arrowed lines are projected off 28-day data run). The Allan
deviation’s response to frequency drift masks the long-term noise level.

automatically remove the moderate negative bias of TotHvar by a power-law detection a,lgoritl.lm.
Having confidence greater than plain Hvar and even equal to or greater than Avar, TotHvar is a
statistic that permits tuning of the MCS Kalman filter with more accurately chosen clock—estig%atlon
parameters (or ¢’s) that are linked to the most recent measurements of frequency stability of
ecach clock. The increased confidence from TotHvar and shorter data processing delays will play

significant roles in adequately managing future GPS system events.
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Questions and Answers

MASSIMO TINTO (JPL): I have a quick question. The Hadamard function, in a sense, can
be seen as the Allan variance of the Allan variance because you're taking the difference of the
difference. From your definition, you have Y (T) minus Y (T) plus 7, minus the shift of 1 by
7. So have you thought about doing the Hadamard of the Hadamard, so going to the third
order? So going a step further from what you have done and see if that will also give you
some extra—

DAVID HOWE: I haven’t. The problem with going to higher differences is that the efficiency
goes down for the kinds of noise processes which are characteristic of the clocks, because you
lose degrees of freedom as you have to use longer data lengths to estimate averaging times.

TINTO: Oh, I sece.

STEVE HUTSELL (USNO AMC): Dave, I was wondering if you could comment on the
increase of the effective degrees of freedom. How much of it was due to the overlapping
technique and how much of it was due to the extension in the total technique?

HOWE: All of this was due to the extension. That gain was due to the extension entirely
because the numbers were taken at the last point. There is not overlapping at the last point.

Now, that does raise the point that, as a practical matter, total and overlapping estimators rely
heavily on sampling as fast as practical. You understand that you take estimates and you shift
by 7, your sampling interval. Total takes advantage of that more fully than overlapping, but
that has been true for quite a while.
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Six years of U.S. Naval Observatory clock data are analyzed to determine the optimal data
filter length and the amplitude and frequency of occurrence of statistically significant changes in
the frequencies and frequency drifts of cesium-beam frequency standards and hydrogen masers by
means of relative and correlation-corrected N-cornered-hat analyses of the frequency stabilities of
postprocessed mean timescales. The effects of temperature and humidity on cesium and maser
frequencies and drifts are also investigated.

1 INTRODUCTION

The U.S. Naval Observatory (USNO) maintains an ensemble of about 50 HP5071 cesium-beam
frequency standards and a dozen Datum-Sigma Tau hydrogen masers at its Washington, DC site,
which are kept in environmentally controlled conditions. Since each of these clocks has been
acquired, time (phase) differences between them and the Master Clock have been recorded
once per hour, using a Data Acquisition System (DAS) of coaxial cables, multiplexed switches,
time-interval counters, and computers.

One motivation for this work is simply to use our available data to determine the long-term,
observed, statistical behavior of all the clocks in our ensemble. Although the lack of an
absolute frequency reference makes it technically impossible to determine the absolute stability
of any individual clock or ensemble, a considerable body of literature [e.g. 1-6] has provided
some tools that allow mathematically precise “N-cornered-hat” estimates, subject to specific
limitations. In this work we have chosen to use the tools of Torcaso et al. [3,4] because
they were available for use in a form that allows simple batch processing of hundreds of clock
combinations. The maser stabilities derived from this N-cornered hat analysis are shown to be
a few tenths of a dB higher than stabilities derived from simpler analyses comparing individual
clocks to USNO unsteered cesium and maser averages, EAL |7], and TT99 [8,9]. The reasons
for this are discussed below.

A second motivation for this work has to do with the operational issues concerning the
generation of USNO mean timescales. These timescales are actually integrated frequency
scales, created by averaging clock frequencies that have been detrended by removing clock-
specific rates (frequencies) and drifts (linear change of rates with time). The timescales differ
in how they weight clocks, but all clocks are currently characterized through comparison with
an unsteered cesium mean timescale [10,11]. Since all frequency standards exhibit nonwhite
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noise over long enough periods, a problem develops because there is no optimal manner to
average nonwhitened noise. In practice, USNO has taken advantage” of the large number of
clocks in its ensemble by using the timescale itself as a reference with which to determine
epochs of significant changes in clock rates and drifts. The epochs of these “clock breaks” are
chosen by inspection of the whiteness of the frequency data and linearity of the phase data.

These breaks may occur at any time due to changes in environmental conditions or spontaneous
changes within the clock. Such breaks are checked for during each hourly measurement and
computation of the real-time mean timescale, and the clocks involved are deweighted. The
clocks are later reweighted after sufficient data have accumulated to accurately model the
clocks’ rates and (if any) drifts. Clocks are also checked for, and deweighted in the event of,
general degradations in stability.

Cesiums are weighted equally in the timescale computation due to lack of evidence that any
other procedure is optimal, at least using weights based on Allan variances [11,12] or rate
solution variances. This is probably due to the deweighting of any clocks showing changes in
performance or character. In the combined cesium-maser timescale toward which the Master
Clock is steered, masers are deweighted relative to cesiums in a manner varying with time since
the latest measurement [10]. Clock parameter recharacterization is done prior to weighting and
is relative to the mean of the other, weighted clocks. The number of clocks recharacterized at
any one time is limited to a small fraction of the weighted ensemble, lest the stability of the
whole timescale be afflicted by errors associated with indeterminacy because of the lack of an
absolute reference.

How well the rates and drifts of the individual clocks are modelled and how quickly any
changes therein are recognized and allowed for have definite effects on the stability of the
mean timescales, both those that are used diagnostically in postprocessing and those that are
used in real time as a target toward which to steer the USNO Master Clock. The stability of
the Master Clock is, however, not strongly affected by the rate of clock recharacterization, since
even the most aggressive recharacterization studied herein does not result in any significant
destabilization over the monthly intervals between steers of the mean timescale toward TAI. This
study is the first of several different empirical and theoretical attempts at USNO to quantify the
costs and benefits of different levels of precision in clock characterization. Another objective
is the determination of the average size of and average interval between clock breaks, i.e. the
temporal stability of these frequency standards.

CLOCK DATA AND ANALYSIS

Data reported here were taken from MJID 49532-51857 (29 Jun 94-9 Nov 00), using a DAS
which each hour switches each clock’s 5 MHz signal to a time-interval counter for a phase
measurement against the Master Clock. These measurements have an hourly precision of
about 50 ps rms, but the very long-term accuracy is 1 ns peak to peak. Although recently
experimental, lower-noise measurement systems are being used in parallel [13], DAS switch
data are used throughout this analysis.

The physical environment of the USNO clocks are usually maintained to an rms of 0.1°C and
1% relative humidity through the use of temperature-stabilized chambers inside of temperature-
controlled rooms. However, there are short-term fluctuations in any given chamber of a degree
or more, due to equipment failure about once a year. Also, each clock can experience long-
term temperature changes when nearby equipment is relocated or when components of the
environmental control system are replaced through normal maintenance. Humidity variations
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are usually associated with temperature variations, but no significant clock variations have been
ascribed purely to humidity variations. Temperature variations, however, can noticeably affect
maser frequencies, whose temperature dependence has been reported to be up to 9.107%5/°C
[14] in absolute value. As part of this work, we have also examined available “health and
status” information from the RS-232 ports of the masers and cesiums, which are used here as
diagnostic tools [15,16]. We have found, as did Chadsey [17] for cesiums, that neither maser
nor cesium frequency variations correlate well with the health and status information, except
for hardware (e.g. power supply) failures and maser temperature variations.

Rates are determined by averaging the first differences of the hourly phase measurements,
unless there appears to be significant drift, in which case rate and drift arc derived from a
linear least-squares fit to the first differences. This procedure has been found to be optimal
for our data [18], because a sampling time of 1 hour is in the white FM noise region of both
the cesiums and our DAS measurement system (hence, the masers as well). While rate can be
inferred from initial and final phase measurements, the above procedure permits data editing
and confidence level determination.

The least precise aspect of USNO clock characterization is the determination of the clock
breaks. In practice, the methods have varied considerably over the years. In an on-line
situation, it has not been unusual for the data analysts to remove a clock from the averaging
simply because a few hours’ data show a trend that could, over a weekend, affect the mean
timescale significantly. This is often a prudent decision, because the loss of just one good clock
affects stability by the square root of N, while a mischaracterized clock affects the average by
1/N, and because in general robustness is more critical than stability. Another reason to err on
the side of caution is because USNO Master Clock steering strategies are designed to protect
against short-term mean instabilities, but long-term trends are removed only by the steers to
UTC (BIPM) [19,20].

Even in postprocessed work such as this, the difference between a time series characterized by
clock breaks and one characterized by flicker noise can be as much philosophy as substance [21].
For this work, clock breaks were determined by four different sets of criteria, characterized by
different levels of increasingly strict modelling. All methods discarded obviously bad data, and
inserted clock breaks at times of disturbances and repairs, such as clock moves and beam tube
replacements. To these, all methods added additional clock breaks of a number proportional
to the level of significance adopted. These criteria are summarized in Table 1. The strictest
criteria (Set #4) are those currently used in day-to-day timescale operations, though these are
approximate; the actual values varied with the empirical philosophy of the data analyst at the

Table 1. Minimum Clock Break Levels (Absolute Values)

Cesiums Masers

Set # | Rate Change | Drift Change | Rate Change | Drift Change

5.0.1071 5.0 107 /day 3.0.107 1.0 - 1078 /day
1.5-10"1 2.5-1076 /day 4.0-1071 1.5-107Y/day
4.6-10% | 1.0.-107%/day | 9.3-107% | 4.6.1078/day
3.5.107% 5.8 1071 /day 4.6.-10716 3.5.107%/day

BN
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time the data were current. Moreover, the tabulated values do not reflect the entire story, since
there is some variation with effective filter size. For criteria Sets #1-3, clock breaks would be
assumed if changes smaller than the tabulated values occur over long periods of time.

By way of illustration, Figure 1 shows how two different cesium clocks (serial numbers 114
and 1097) were broken into clock breaks by the four different sets of criteria. Also, Table 2
summarizes the total number of clock breaks detected.

Table 2. Number of Clock Breaks Detected

Set # | Cesiums | Masers | Totals

1 150 39 189
2 260 90 350
3 312 92 404
4 577 155 732

POSTPROCESSED TIME SCALES

In order to compare the four different clock-characterization methods, postprocessed timescales
were generated using a modified form of Percival’s [22] algorithm through the in-house least-
squares program SuperP [12]. Figure 2 compares cesium-only mean timescales, generated by
SuperP with TT99 as the reference. Similar results are found with maser-only mean timescales
or using the EAL as a reference. It appears that the USNO data have in the past been
over-aggressively characterized, although the least aggressive set of criteria was also suboptimal.
This conclusion is supported by analysis of timescales generated using SuperP on different
halves and thirds of the USNO ensemble by performing N-cornered-hat frequency stability
analyses upon the independent thirds and computing the Hadamard deviations [6].

For the rest of this work, clock characterizations will be determined using Set #3. It should be
noted that Set #2 may be equally valid, and would resuit in slightly higher stability measures,
because it has clock breaks at fewer positions where the data begin to look nonwhite. No matter
which criteria set was used, the clocks on the whole had indistinguishable stability measures
for sampling times 7 of < 10 days, because the clock weighting and clock-break determinations
were made on a longer scale than this. For = > 10 days, the computed cesium and maser
stabilities tended to be about 0-1 and 2 dB higher, respectively, for Set #1 compared with the
other sets.

STATISTICAL MEASURES AND REFERENCE TIMESCALES

The stability characteristics of individual clocks were compared to the following four available
references: USNO’s unsteered maser mean timescale (MM), USNO’s unsteered cesium mean
timescale (CM), EAL, and TT99. Figure 3 compares Allan deviations [1] of the MM with each
of the other three references using data corrected for drift. Note that the MM is considerably
more stable than the CM in the short term, and its stability approaches that of the CM in the
long term because both cesiums and masers are detrended against the same standard.
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Figure 4 shows the Allan and Hadamard deviations for the median of the masers and cesiums
relative to the MM, and for the mean of the best third of the masers and cesiums relative to
the maser mean. The stabilitics are consistent with similar analyses wherein the reference was
the cesium mean, EAL, or TT99. Figure 4 implies that at least 30 days of data are required
to determine a clock’s frequency to within 4 parts in 10%, and that at least 60 days of data
are required to determine a clock’s drift to within a part in 10%/day. This is consistent with
established USNO practice to not weight a clock until it has at least 30 days of data that are
stable in rate and display no significant drift, or 60 days of data that are stable in drift and,
aside from that, rate.

Figure 5 plots the N-cornered-hat stabilities for all the aforementioned combinations, as well as
drift removal, derived using the methods of Torcaso et al. [3,4]. The derived stabilities agree
for the Hadamard deviations of the masers and for both Allan and Hadamard deviations of the
cesiums. The high values for the Allan deviations of our masers are due to the sensitivity of
the N-cornered-hat method of Torcaso et al. to noisy clocks, such as masers with large drifts.
Such high values do not appear in our plots of Allan deviation for drift-corrected data. We
note also that the technique failed to give reasonable values for masers in hybrid (maser and
cesium) ensembles.

Note that the manufacturer’s rating for a typical USNO maser’s time deviation (TDEV) is 100
ps over a day. Since this is comparable to the noise in the measurement system that produced
the data reported here, we do not report maser Allan deviations for + < 2 days or Hadamard
variances for 7 < 4 days.

CESIUM-BEAM CLOCK PERFORMANCE

High-performance HP5071A cesium-beam frequency standards have been in general use at
USNO since 1993 and were the basis of a stability analysis in 1994 [23]. The lifetime of a
typical high-performance tube, warrantied for 3 years, has been found to range from 5 to 7
years [17,24]. An initial “burn-in” phase of instability ranges from 0 to about 90 days, an
example of which is shown in Figure 6a (relative to the MM). Figure 7 plots the length of each
burn-in period, in days, vs. the MJID the tube was received at USNO.

An end-of-life period of high instability generally ranges from about 1 day up to about a year
during which the instability is significantly higher or more nonwhite than normal. Figure 6b
shows a typical tube demise, which is first signaled by a sharp rise in the electron multiplier
voltage to its maximum voltage (2553 V), followed by a rise of the signal gain to its maximum
(100%) [15]. A very slight increase in noise is observed up to 300 days before tube failures
in about a quarter of the cases (e.g. Figure 6¢). This is roughly consistent with Allan and
Hadamard deviation statistics computed over each 160-day interval, and which show a very
small degradation in the average stability as a function of the age of tube (perhaps 1 dB over
the tube life). .

Examining Set #3 of times of rate and drift changes, it was noted that significant changes in rate
(more than about 3 parts in 10" occur on the average of once every 312415 days, the absolute
value of the average rate change being 1.7+0.17 parts in 10'. Despite the occurrence of very
transient temperature excursions of about 10°C and changes of a few degrees over several hours
in the environmental chambers, not a single significant frequent step could be unequivocally
attributed to temperature or humidity change. This is consistent with the specifications and
test results for these clocks [25].

Figure 8 plots the observed cesium drifts as a function of MID, for Set #2 data. The increase in
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drift scatter at the plot’s extremities may be due, in whole or part, to insufficient measurement
time. i

As noted in the previous section, 60 days appears to be be the minimum length of an opﬁmal
filter for the determination of cesium rates. But 60 days also approximates the maximum
length, as is evident in Figures 2-5 and 9. The improvement in rate accuracy slows down after

2 months because of nonwhite noise. Thus, increasing the filter length much beyond 2 months
would subject the rate determinations to random walk FM.

HYDROGEN MASER PERFORMANCE

The frequency performance of six of our earlier Datum-Sigma Tau auto-tuned masers has been
published in {23]. The relative sizes of our masers’ drifts, as well as their associated errors,
are plotted in Figure 10. As it is for the rates of cesiums, 60 days also appears to be the
approximate upper limit on the optimal filter length for the drifts of masers (see Figures 3-5
and 11).

Examining Set #3 of times of rate and drift changes, it was noted that significant changes
in drift (> 5-10'%/day) occur on the average of once every 209+16 days, the absolute value
of the average drift change being 7.3+ 1.7-10'/day. About a fifth of the rate changes could
be attributed to temperature excursions in the environmental chambers. Regarding drift, the
three correlations found all concerned the same maser (NAV8). Spikes greater than 3°C or
variations of 0.°5C prolonged over several hours could cause rate changes, though excursions as
large as 8°C could have no effect, and only about fifth of temperature changes > 3°C caused
rate changes.

Determination of reliable temperature coefficients from these data is problematic because it
is based on failures or adjustments of the environmental chambers, rather than on controlled
experiments. Separate determination of the relative or absolute humidity coefficients is further
complicated by the high correlation between relative humidity and temperature, and the fact
that both tend to vary when an environmental chamber fails.

Temperature-induced frequency variations were not always consistent for the same maser. Short-
term correlations were observed ranging from approximately -1.8 to +1.5 parts in 10*/°C. Figure
12 shows long-term variations for maser NAV3 indicative of a temperature coefficient on the
order of of —1-107¢/°C. Parker [14] found long-term coefficients ranging from -9 to +1.3 parts
in 10%/°C.

As stated, we also found probable effects on drift. Figure 13 displays a long-term variation
for maser NAV8 consistent with a temperature coefficient of -+0.81 - 107*"/day/°C. Short-term
correlations were found ranging from -0.7 to +5.8 parts in 10'"/day/°C.

Frequency variations in the masers often correspond to fluctuations in the maser health and status
information, particularly the “top plate heater” voltage, the changes in which are related both
to chamber temperature and temperature gradients within the maser. Moreover, the measured
temperatures are dependent on the placement of the sensors within the chamber. Hence,
the aforementioned temperature coeflicients are not necessarily reflective of the temperature
experienced by the maser.
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CONCLUSIONS

Allan and Hadamard deviations of the USNO ensemble of HP5071 cesium standards and
hydrogen masers were computed several different ways. Sixty days appears to be the optimal
length for a filter on hourly first differences in the determination of clock rates and drifts.
Thus, less aggressive recharacterization than is presently used operationally will improve USNO
timescale stability, although it will not necessarily affect the short-term stability of the Master
Clock over periods of less than 60 days.

Comparison of postprocessed timescales indicate that cesium rates and drifts should be rechar-
acterized after changes of about 5 parts in 10%® and 1 part in 10'%/day respectively. Such changes
occur about every 312 days, averaging 1.7 parts in 10'*. There appears to be an increase in the
drift of new cesium tubes, but this may be due to insufficient averaging time.

Similar comparisons indicate that maser rates and drifts should be recharacterized after changes
of about 1 part in 10 and 5 parts in 10'8/day respectively. Such changes occur about every
209 days, averaging 7.3 parts in 10'7/day.

While no frequency dependence on temperature or humidity could be ascertained for the cesium
standards, the masers evinced frequency dependences of 1 or 2 parts in 10/°C in absolute
value and drift dependences of about 1 to a few parts in 10'/day/°C in absolute value.

DISCLAIMER

References to specific commercial products do not imply an endorsement by the U.S. Naval
Observatory. Although the analysis of clock stabilities is believed to be accurate with regard to
the actual experience of the USNO, it should not be construed that this would be characteristic
of clocks maintained at other laboratories at the same period, nor of clocks currently marketed
by any manufacturer.
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Questions and Answers

DAVID HOWE (NIST): One of the comments you made, Lee, was that you take 60 days
worth of data to get an estimate of the drift and correct for that drift. Yet, at the same time,
you admit that the drift changes in those hydrogen masers for shorter intervals.

LEE BREAKIRON: Shorter than 60 days? No.

HOWE: You commented that you could make corrections more frequently, but that would
raise the level of random walk. Do I understand that correctly?

BREAKIRON: Yes.

DAVE HOWE: Okay, then what I would comment about is that as your administered effort to
reduce the random walk invariably will result in an increase in the noise on the drift in longer
term. In other words, you will stretch the instabilities out farther. Now, we’ve observed this
at NIST. One of the reasons why it is a dangerous business to have hydrogen masers without
sufficiently periodic frequency evaluations is that you cannot predict an event in hydrogen maser
reliably in terms of its drift. The drift is high. I believe that the Hadamard will report numbers
that are significantly higher than one would expect.

HAROLD CHADSEY (USNO): I am interested, Lee, in two items. First of all, you said you
did this analysis over 6 years, and you said using our current method of data analysis. As a
person doing the real-time analysis, I am curious to know what standards you used, because
we have changed them over the past 3e years. In fact, we have changed them over the past
6 months as to what we are evaluating as being good, bad, and mediocre clocks. I am also
interested in knowing in your paper, are you going to have the specific criteria for Set #1, #2,
#3, and #4 so we can figure out exactly what is the best and see if we can do that in real time
versus the postprocessing that you did?

BREAKIRON: Certainly the latter we can do. I quoted the numbers for the cesium masers
for Set #3, which was 5 parts in 10" for a significant rate change for a cesium, and a change
of 5 parts in 10%/day for the drift of a maser.

As far as the change in the operational criteria over time, I found those to be much less
significant than the rate and drift changes and the differences between the different sets of
criteria. So I don’t think that will be an important effect. But we will publish those numbers.

THOMAS CLARK (NASA Goddard Space Flight Center): I'm interested, since you have sort
of the longest span and operation on the largest number of clocks of both types, that you now
have talked more definitively in statistics. Certainly, from the masers that we run in VLBI, I
have some feeling for the answer to this question. That is, in VLBI, in the masers, we find
that vac ion pumps are the most common failure and that tends to be about 3 to 4 years that
we see vac ion pump problems. Can you comment on what your experiences are on how long
standards will keep running before the experience of a problem. And then the other question
I was going to ask, which is unrelated, are you starting to include any fountain data in these
ensembles and how is it performing?

BREAKIRON: Well, we’ve done only minimal adjustments to our masers, changes of heating
plates and batteries, I think. But no large items, though that will presumably become a problem
at some point. And perhaps one of our engineers here can tell you more.

As far as the fountain data, no that is still an experimental device. Bu, we certainly look
forward to using the data when they become available.
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CHADSEY: To answer your question, Tom, it depends on the manufacturer of the maser as
to what pressures they are running and things like that as to when we are seeing failures. The
Sigma Tau masers that we are running have been running very well, with minor things such as
battery replacements. The SAO masers are running at higher pressures. We were doing plates
and glassware on them. About 3 to 4 years was what we’re getting out of them. But they are
running significantly higher pressures in the chambers, so you would expect that.

DEMETRIOS MATSAKIS (USNO): Let me add another comment. A lot of the errors that
we see with the masers are not necessarily intrinsic to the masers. We keep them in chambers
that nominally are good to a 0.1°C. But every now and then, there is an adjustment to the
chambers for one reason or another. The whole chamber can vary by half a degree, or on that
level, and reach a new set point because of things we have done. We see that in the frequency
of the masers. So part of the errors in the masers would not be there if they had been in
a pristine, really perfect temperature-controlled environment. They are, however, in the best
that we can do.
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Abstract

The primary mission of the U.S. Naval Observatory (USNO) Alternate Master Clock (AMC)
facility, located at Schriever AFB, is to back up the critical functions of the USNO Time Service
Department in Washington, D.C. The USNO AMC operates two Master Clocks, AMC #1 and AMC
#2. Each one of these [Alternate] Master Clocks is ready to function as the nation’s source for
precise time, UTC(USNQ), should the need arise.

This paper summarizes the current status of, and strategies used for, the steering of these Alternate
Master Clocks. The various USNO AMC steering strategies utilize clock comparisons from Two-Way
Satellite Time Transfer (TWSTT), GPS Common View (CV), and USNO AMC Timescale data. All
current Alternate Master Clock steering strategies employ a combination of Kalman filtering and
second-order control, first introduced into USNO operations in 1995. The respective designs for these
steering strategies are based on several factors, including goals for synchronization and stability, as
well as the desire for robustness and simplicity of operation. This paper analyzes the performance
of these respective designs.

INTRODUCTION

As the criticality of precise timing to the security and economy of the United States increases, so does the
need for robustness in the quality and availability of precise time. The United States Naval Observatory
(USNO) must ensure its ability to provide a stable, continuous source of precise time for the nation. Key
to ensuring the continuity of such operations is the USNO Alternate Master Clock (AMC), located in
Colorado at Schriever Air Force Base (AFB). The AMC is ready, as necessary, to assume responsibility
for the critical functions performed by the USNO Time Service department in Washington, D.C., for the
Department of Defense and other United States customers.

During normal standby operations, the AMC provides various time and frequency signals to several users
co-located at Schriever AFB. These users include the Air Force Technical Applications Center
(AFTAC), Army and Air Force Defense Satellite Communications System (DSCS) stations and other
communication modules, and Network Time Protocol (NTP) customers, as well as telephone modem and
voice users. Additionally, the AMC provides an extremely stable 5 MHz reference to the GPS monitor

station in Colorado Springs, as well as technical consultation on timing issues to the GPS community at
Schriever AFB [1].
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For clarity this paper will refer to the USNO facility located in Washington, D.C. as USNO, and the
Alternate Master Clock facility as AMC. )

AMC CLOCKS/TIMESCALES

As part of fulfilling the above missions, the AMC operates two Master Clock systems, AMC#1 and
AMC#2. Each system uses an input 5 MHz signal from independent hydrogen maser frequency
standards, and receives digital frequency steering commands. The current primary Alternate Master
Clock is AMCH#1, which is steered to UTC(USNO) in Washington, D.C. using hourly Two-Way Satellite
Time Transfer (TWSTT) measurements (when available).

The AMC also maintains and operates various mean timescales, based on phase measurements from up
to three hydrogen masers and up to 12 cesium frequency standards. Many of the AMC mean timescales
are analogous to those residing at USNO, though with substantially less contributing frequency
standards. In particular, the AMC maintains a cesium-only mean (#203), a maser-only mean (#198), and
a “dynamic” mean that weights masers higher in short-term, and cesiums higher in long-term, through
continuous, hourly recomputation (#200) [2]. The AMC also maintains steered versions of these means,
(#204, #199, #202, respectively) which are synchronized to the USNO counterpart means monthly.

INTERMEDIATE MEANS

Since March 1997, the AMC has also maintained separate versions of the unsteered AMC mean
timescales, which the AMC can steer towards selected references. Currently, these intermediate means
include hourly-steered copies of #200 (200S), and #203 (203S). 200S acts as a buffer timescale for
AMCH#2 disciplining, and 203S contributes to the AMC Phase Monitoring system, described later.

Since the standard AMC timescales (#198, #199, #200, #202, #203, #204), like their USNO counterparts,
are designed for retroactive recomputation, they often experience phase steps in real time. Phase steps,
by themselves, can potentially impact monitoring and steering functions. The AMC has designed two
available remedies for this phenomenon: 1) A program to bookkeep and counter-correct such steps in the
Intermediate Means 200S and 203S (in use since 1997), and 2) Operational restrictions on retroactive
recomputation (in use since 1999). Both have ensured that steps in the AMC means do not impact
Alternate Master Clock steering or monitoring.

STEERING CONFIGURATIONS

USNO has two current operational techniques of performing time comparisons between USNO and the

AMC: TWSTT and GPS Common View (CV). With these available synchronization sources, the two
~ Alternate Master Clock systems, and the AMC Intermediate Means, the AMC can operate under several
different steering configurations.

Primary Configuration

The primary measurement for synchronizing the AMC with USNO is TWSTT. Accordingly, AMC#1 is
steered to UTC(USNO) via TWSTT. AMC#2 is steered to 200S, which is, in turn, steered to AMC#1.
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The Intermediate Mean 2008 acts as a stable buffer between AMC#2 and AMCH#]1, to a) keep AMC#2
close in time and frequency to AMC#1 in a “hot backup” sense, yet b) simultaneously protect AMC#2
from overly aggressive steering in the event of a runoff in AMC#1. See Figure 1.

The AMC has operated under this Primary Configuration for the majority of time since October 1998.

Secondary Configuration

Were the AMC to lose TWSTT measurements for an extended period of time, the AMC could begin
steering 200S to UTC(USNO) using CV data, and simultaneously begin steering AMC#1 to 200S.
Switching from Primary to Secondary Configuration incurs no change on AMCH#2’s steering target—
AMCH#2 is steered to 200S in both configurations. See Figure 2.

The AMC does not normally operate under this configuration for two reasons. For one, USNO’s
TWSTT system currently offers superior calibration stability over USNO’s current GPS CV receiver
system [3]. Secondly, since GPS is an extremely important USNO customer, using GPS CV poses a
potential, though unlikely, issue of operational fidelity. One could argue that USNO should never
become dependent on the service provided by one of their own customers, in order to maintain service
provided to that customer and other customers. Were GPS to malfunction in some very unlikely fashion,
the AMC would lose GPS CV, and thus, the ability to use this described configuration. For this reason
and others, USNO may benefit by continuing to maintain and utilize a synchronization source
independent of the GPS system, as it does today with TWSTT.

Hybrid Configuration

The Hybrid Configuration makes use of both available synchronization sources. In the Hybrid, AMC#1
is steered to UTC(USNO) using TWSTT, as in the Primary Configuration, yet 200S is steered to
UTC(USNO) using GPS CV, as in the Secondary Configuration. In the Hybrid Configuration, AMC#1
and 2008 are compared, but neither one is steered towards the other. See Figure 3.

The AMC operated under this configuration for the full month of August 2000. This configuration
permitted a comparison between the two synchronization methods. Performance numbers are presented
later in this paper, but overall the Hybrid Configuration demonstrated the inherent calibration instability
USNO experiences with its current operational authorized GPS receivers. USNO is currently testing new
receivers that promise improved calibration stability.

Contingency Configuration

In the unlikely event of a catastrophic or temporary loss of the Department of Defense (DoD) Master
Clock at USNO, the AMC must assume responsibility for maintaining time for the nation. Additionally,
in the event that the AMC loses all synchronization measurements from USNO for an extended period of
time, the AMC must freewheel. Under such scenarios, the AMC can operate in the Contingency
Configuration.

The Contingency Configuration steers both AMC#1 and AMC#2 to 200S, which freewheels on the
available hydrogen maser and cesium frequency standards. See Figure 4.

To date the AMC has not needed to operate under the Contingency Configuration.
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AMC PHASE MONITORING )

The AMC Phase Monitoring system, in operation since November 1997, compares both Alternate Master
Clocks to a semi-independent AMC mean timescale, namely 203S. To independently monitor two
hydrogen-maser-referenced Alternate Master Clock systems using a mean timescale, the AMC must use a
mean that consists of only frequency standards independent of the Master Clock systems. A suitable
choice for this task is a cesium-only mean. However, since any two independent clocks systems will
eventually walk off from each other, a straight comparison between the unsteered AMC cesium mean and
the Master Clocks would produce differences that would be unbounded over time.

Since GPS depends greatly on stability over time spans < 1 day, the AMC phase monitoring system must
detect significant, short-term excursions in the Master Clocks, as opposed to absolute long-term
differences between independent timescales. To facilitate the monitoring of short-term excursions, the
AMC gently steers 203S to AMC#1 hourly, with a magnitude limit of, currently, 2.7 E-16 s/s. The AMC
then intercompares AMC#1, AMC#2, and 203S, using majority logic, to detect if a significant excursion
in one of the three is occurring. The comparisons between AMC#1 and AMC#2 utilize two independent
measurement systems.

As mentioned earlier, AMC#1 currently provides an extremely stable frequency signal to the GPS
monitor station in Colorado Springs. If [AMC#1 — AMC#2| and |AMC#1 — 203S| both exceed 5 ns, the
AMC Phase Monitoring system will generate a “NOGO” flag for GPS operators to discontinue use of
AMC#1. This system is also designed to work analogously for AMC#2, during times when AMCH#2
provides the 5 MHz source to the GPS monitor station. See Figure 5.

AMCH#1, since it first offered service to the GPS monitor station in September 1996, has operated without
disruption. As such, the AMC Phase Monitoring System has not yet needed to produce a “NOGO” flag.

STEERING-RELATED MATHEMATICS

All of the above steering and monitoring systems make use of Kalman filter state estimation, and second-
order control using two-state gain vectors, derived using Linear Quadratic Gaussian (LQG) control
theory. This combination first appeared operationally in a program that steered AMC#1 to UTC(USNO)
using TWSTT data, in 1995. The basic second-order steering function used is as follows [4]:

u(k) = - Gex(k) M)

where u(k) is the calculated steer command at Kalman time k, Go = [ g, g ] is the 1x2 gain vector, and
x(k) is the 2x1 state estimate of phase and frequency. In essence, for each Kalman epoch k, a program
multiplies the time/phase offset by g, and the rate/frequency offset by g,, and sums the results to produce
a single frequency steering command for that control system, in units of seconds/second.

The matrix algebra involved in the derivation of these gains is covered in [4]. In short, designers input
selected weighting matrices Wr and W, into a steady-state Riccati equation to solve for Gy, in order to

satisfy a cost function:

I= zk [(x(O" Wox(k) + u®) Wguk)] )
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The message conveyed by the above cost equation is as follows: the goals of synchronization,
syntonization, and stability are not mutually exclusive. That is, the desire for minimizing phase offsets,
frequency offsets, and the amount of steering control used can, at best, only be balanced.

A rule of thumb from Applied Optimal Control [5] relates selected designer requirements/goals for phase
and frequency offsets as well as steering values, to the derivation of optimal coefficients within the gain
vector. This rule of thumb examines the diagonal elements of the weighting matrices used in the cost
function equation:

WR = [Wr] (3)
WQ = I_ Wa1 0 1 (4)
L 0 qu _J

Using the Applied Optimal Control approach, the authors set:

w, = the inverse of the square of the steering magnitude goal
wq1 = the inverse of the square of the phase offset goal
wq, = the inverse of the square of the frequency offset goal

The use of the word “goal” above is in the sense of relative maximum allowed offsets. Since
continuously and simultaneously achieving zero phase offsets, zero frequency offsets, and zero use of
steering is unachievable in our systems, the designer can, at best, only balance the relative, respective
goals. As long as the relative “goals” are proportionate, the cost function will produce optimal gains
intended to balance the respective input goals. Of course, empirical demonstration, either through
simulation or safe off-line demonstration, is prudent for confirming how well the resultant gains do, in
fact, achieve their respective goals. The designer must analyze the step and ramp responses of the system
to ensure that the goals used have generated control gains with the desired damping characteristics and
time constants.

Below is a table of the designer goals used in the respective steering algorithms described in this paper,
as well as the gain coefficients produced by solving a steady-state Riccati equation. The below goals,
and resultant gains, are current as of 1 October 2000. These goals are not fixed values, but rather are
subject to change based on operational factors at the AMC:

STEERING SYSTEM Update | Phase | Frequency Steering Gain Matrix

Interval | Goal Goal Goal [ 1/s (unitless) |
AMCH#1 to UTC(USNO) | 3600s | 1.90ns | 4.00 E-15s/s | 6.00 E-17s/s | [3.135E-08 0.0210 ]
via TWSTT
200S to AMC#1 3600s | 1.50ns | 3.00 E-15s/s | 8.33 E-17s/s | [ 5446 E-08 0.0335]
AMCH#2 to 2008 3600s | 0.90ns | 2.00 E-15s/s | 8.33E-17s/s | [9.010 E-08 0.0477 ]
203S to AMC#1 3600s |2.84ns | 6.00 E-15s/s | 9.00 E-17s/s | [3.135E-08 0.0210]
200S to UTC(USNO) 86400s |3.00ns | 6.00 E-15s/s | 2.00 E-15s/s | [ 5.260 E-07 0.3780 ]
via CV
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An important fact to note is that the AMC has, at its disposal, multiple configurations for steering AMC
clocks. Often, the chosen configuration will steer clocks in a chainlike fashion. For example, currently
AMC#?2 is steered to 2008, which is steered to AMC#1, which is, in turn, steered to UTC(USNO). The
primary advantage of the chainlike system is the inherent robustness in the event of an anomaly in one
part of the chain. Impact down the chain is kept to a minimum by limiting hourly steers and by permitting
the ability to freewheel if the system detects that a reference is either performing poorly or unavailable.
The primary disadvantage of this chainlike approach is the potential for lesser quality steady-state
performance. The tradeoff between minimizing worst-day errors vs. minimizing steady-state errors is
ultimately up to the designer. The steering systems implemented at the AMC are designed around the
principle, “A timing system is only as good as its worst day.”

STEERING OPERATIONS

All of the above steering designs are currently either in use, or on standby ready for use, at the AMC.
The respective Kalman filters in each of the above systems employ 3-sigma outlier detection, steering
limiters, and a robust advisory system that notifies operators when less-than-desired performance is
detected.

Figure 6 presents AMC#1 and AMC#2 steering performance, by plotting Kalman filter estimates of
AMC#1 — UTC(USNO) [TWSTT], AMC#1 — 2008, and AMC#2 — 200S. Figure 7 presents AMC Phase
Monitoring performance by plotting AMC#1 —203S and AMC#2 - 203S.

The performance of all of the above systems can potentially experience some degradation in the absence
of measurements, be the measurements in the form of TWSTT, CV, or on-site measurement systems.
Thanks in large part to the superb stability offered by the on-site cesium and hydrogen maser frequency
standards, such degradation will usually be below the noise level required by users, during reasonable
outage intervals. Figure 8 compares linear residuals of the accumulation in frequency due to the steering
of UTC(USNO), AMC#1, and AMC#2, during a continuous 10-month period in 1999. The figure shows
how AMC#1 and AMC#2 track the steering of the USNO Master Clock.

CONCLUSIONS

The current AMC steering programs are designed to optimally balance the goals of minimizing phase
offsets, frequency offsets, and instability due to steering. Empirical performance supports the success of
this design.

TWSTT is important for good USNO-AMC synchronization, though GPS CV offers an acceptable
secondary source for USNO-AMC synchronization, during extensive temporary absences of TWSTT
measurements.

The AMC mean timescales, like their analogous counterparts at USNO, perform excellently. The AMC
intermediate mean timescales, as a result, serve very well for the functions of Alternate Master Clock
disciplining, and AMC Phase Monitoring.

The steering and monitoring systems described in this paper are robust, operate automatically, and

usually require no operator intervention, except when database values, such as Kalman filter noise
parameter and gain coefficients, require updates.
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TWSTT

GPS CV

AMC USNO (D.C.)

B :) AiB is steered to A
B - - A : B-A state estimation only (no steering)

Figure 1. Primary AMC Steering Configuration

Secondary Configuration
(In absence of TWSTT)

GPSCV

AMC USNO (D.C.)

B — A : Bis steered to A
B - - A : B-A state estimation only (no steering)

Figure 2. Secondary AMC Steering Configuration
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Hybrid Configuration
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B - - A : B-A state estimation only (no steering)

Figure 3. Hybrid AMC Steering Configuration
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(Catastrophic or temporary loss of USNO D.C.)

AMC

USNO (D.C.)

B — A : Bis steered to A

B - - A : B-A state estimation only (no steering)

Figure 4. Contingency AMC Steering Configuration
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Figure 5. AMC Phase Monitoring
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Abstract

LISA (Laser Interferometer Space Antenna) is a proposed space mission which will use coherent
laser beams exchanged between three remote spacecraft, to detect and study low-frequency cosmic
gravitational radiation.!! The multiple Doppler readouts available with LISA, which incorporate
frequency standards for measuring phase differences between the received and transmitted laser
beams, permit simultaneous formation of several observables.234 All are independent of lasers and
frequency standard phase fluctuations, but have different couplings to gravitational waves and to
the various LISA instrumental noises. Comparison of the conventional Michelson interferometer
observable with the fully-symmetric Sagnac data-type allows unambiguous discrimination between a
gravitational wave background and instrumental noise. The method presented here can be used to
detect a confusion-limited gravitational wave background.

INTRODUCTION

The Laser Interferometer Space Antenna (LISA) is a space mission, jointly proposed by
NASA and ESA, aimed to detect and study gravitational radiation in the millihertz fre-
quency band. With its three spacecraft, each carrying lasers, beam splitters, photodetectors
and drag-free proof masses on each of their two optical benches, LISA will have the ca-
pability of measuring six time series of Doppler shifts of the one-way laser beams between
spacecraft pairs, and six shifts between adjacent optical benches on each spacecraft. By
linearly combining, with suitable time delays, these twelve data sets, it will be possible
to cancel the otherwise overwhelming phase noise of the lasers (Av/v ~ 107'3) to a level
h ~ Av/c ~ 1072, This level is set by the buffeting of the drag-free proof masses inside
each optical bench, and by the shot noise at the photodetectors4.

LISA is expected to detect monochromatic radiation emitted by galactic binary systems.
Particularly at low Fourier frequencies (say 0.1 — 8 mHz), however, there will be many
galactic binaries radiating within each Fourier resolution binlY. These latter signals will not
be detectable individually, forming a continuum which could be confused with instrumental
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noise. The level of this stochastic background is uncertain, but could be in the range 10720 —
10723, Since these galactic binary populations are virtually guaranteed, the detection of their
signals could be the first direct detection of gravitational waves.

For this measurement it is very desirable that competing proof-mass and other instrumen-
tal noises be both characterized and calibrated before flight, and measured in the actual flight
configuration while data are being taken. In contrast to Earth-based, equal-arm interferom-
eter detectors of gravitational radiation, LISA will have multiple readouts, and the Doppler
data they generate can be combined differently to give measurements not only insensitive
to laser phase fluctuations and optical bench motions, but also with different sensitivities to :
gravitational waves and to the remaining system noise®4.

In this article we discuss two laser-and-optical-bench-noise-free comblnatlons of the LISA -
readouts, previously denoted ¢ (Sagnac) and X (Michelson), that have very different re-
sponses to the gravitational wave background but comparable responses to instrumental
noise sources!45. '

THE SAGNAC AND MICHELSON INTERFEROMETERS

The six Doppler beams exchanged between the LISA spacecraft imply the six Doppler read-
outs y;; (4,j = 1,2,3) recorded when each transmitted beam is mixed with the laser light
at the receiving optlcal bench. Delay times for light travel between the spacecraft must be
carefully accounted for when combining these data. Six further data streams, denoted z;;
(4,j = 1,2,3), are generated internally to monitor both lack of rigidity and laser synchro-
nization between the independent optical benches at each spacecraft. The combination ¢
uses all the Doppler data symmetrically(45]

¢ = Ysp2— Y33+ Y133 — Y311+ Yar,1 — Y122

1

+§(—Z13,21 + 203,12 — 21,23 + %3103 — %3213 + %12,13)

+—1—(—-z + 2109 — 2133 T %233 — Za11 + 231.1) (1)
5~z + Z122 — 2133 T 2233 — 2211 T 281,1) -

The comma notation indicates time-delays along the arms of the 3-spacecraft configuration

Yso2 = Ysa(t — La) , ' (2)

and so forth (units in which ¢ = 1).

The transfer functions of ¢ to instrumental noises and to gravitational waves were cal-
culated in references [3, 4]. The resulting instrumental noise power spectrum for ¢ is shown
in Figure 1. Also shown there is the computed power spectrum of ¢, averaged over the sky
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and elliptical polarization states, that would result from a stochastic background originated
by an ensemble of galactic binary systems!*,

The laser-and optical-bench-noise-free combination, X, only requires four data streams.
This combination is equivalent to an (unequal arm) Michelson interferometer. Its expression
is equal tol4")

X = Y32,322 — Y23.233 + Y3122 — Y21,33 T Y232 — Ys2,3 + Y21 — Y31
1

+§(—221,2233 + 221,33 + 221,22 — #21)

+§(+Z31,2233 ~ 231,33 — 231,22 1 231) - (3)
The expected instrumental noise power spectrum in X is shown in Figure 1. Also shown
is the -anticipated galactic binary confusion spectrum!, which would be observed in X.
Comparison of X and ¢ allows the background to be discriminated from instrumental noise.

DETECTING THE GALACTIC STOCHASTIC BACKGROUND

The flight configuration of the three spacecraft forming LISA will be essentially equilateral,
with L, = Ly = L; = L = 16.67 sec. In the frequency band of interest LO.l — 8 mHz), the
expressions for the Fourier transforms of the gravitational wave signals X9%(f), Co(f) and
the power spectral densities of the system noises in X and (, Sxnoise([f), S¢noise (f), can be
Taylor-expanded in the dimensionless quantity f L. The first non-zero terms are equal to

X (f) o 2 2mifL)? [is-h(f) iy~ B(f) - o (4)
Cm(f) ~ 11—2<2me)3 [( - 712) (s - B(f) - ) + (b - 72) (o - B () - )
+ (k- 3) (73 - B(f) - )] (5)

Sxnoise (f) = Sxwroofmass (f) + Sxopticatparn ( f)
~ 16[S1(f) + S (f) + So(f) + So- (F)] (2mfL)?

4 1S03(f) + Sns(F) + s () + S ()] (2 fLY? - ®)
Seroie(f) = [S1() + Salf) + Ss(F) + 81 () + Sor (f) + S ()] (20fL)?
+ [Ssa(f) + Sas(f) + Ss1(f) + Sa1 (f) + Sis(f) + Si2(f)] (7)

where we have denoted by Sxproofmass (f), and Sxopticatmasn (f) the aggregate contributions to
the power spectrum of the noise in the response X from the proof mass and optical path
noises respectively. The expressions in square brackets in Equations (4, 5) incorporate LISA
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antenna responses®4, and are of the same order of magnitude. The proof mass Doppler
noise spectra S;(f), Si-(f) (i = 1,2,3) will be designed to a nominal power spectral levell
Sf) = 2.5 x 107*8[f/1Hz]"? Hz™', while the optical path noise spectra S;;(f) ,(i,7 =
1,2,3 ,i # 4), which include shot, noises at the photo detectors and beam pointing noisel),
are expected to be equal to a nominal spectrum S'(f) = 1.8 x 107%7[f /1Hz]?. Both these
noise sources will be estimated before launch, but could be larger when the in-orbit data will
be taken.

First consider the responses to the gravitational wave signal, given in Equations (4, 5).
At f =107 Hg, for instance, (where 27 fL ~ 107!) the absolute value of the coefficient in
front of the squared-bracket in the ¢ response (Eq. 5) is about three orders of magnitudes
smaller than the corresponding coefficient given in the expression for X (Eq. 4). The power
spectral densities of the noises due to the proof masses and the optical-path noise (Egs. 6, 7)
will only differ at most by an order of magnitude. We conclude that in this lower frequency
range the LISA Sagnac response, (, can be used as a gravitational wave shield. In what
follows we will ignore the gravitational wave background contribution to (.

To take quantitative advantage of this property of ¢, consider the observed power spectral
densities of X and ¢

Sg{bs (f) = Sng (f) + SXp'roofmass (f) + SXopticalpath (f) (8)
S opticalpath
S&(f) = 1_16 Sxrroofmass (f) + —Xvﬁ?@ + [S13(f) + S12(f)]
+[S2(f) + S5 ()] (27 fL)?, (9)

where in Equation (9) we have written the power spectra of the noises in ¢ in terms of the
power spectra of the noises in X and of some remaining terms that are not present in X,
to emphasize commonality of some noise sources. We suppose that the noise contributed
by any one of the proof masses and optical-path noise sources will be greater than or equal
to the design values, S°(f) and S*(f) respectively. From Equation (9), if the magnitude of
the measured power spectral density of the response ( is at its anticipated level Sg”s( f) =
6 SO(f)(2nfL)* 4 6 S'(f), then the level of the power spectral density of the noise entering
into X is known. The spectrum

Sxow(F) = S%°(F) — 64 S°(f)(2rfL)* = 16 S'(f)(27fL)* , (10)

should then be attributed to a galactic binary background of gravitational radiation. In any
event, the RHS of Equation (10) is an upper bound to Sxgw.

On the other hand, if the measured spectrum of ¢ is above its anticipated design level,
consider the following combination of the measured spectra

304



SR(f) — 16 SP(f) = Sxow —16[Sa(f) + Ss-(f)] (2 fL)?
‘ —16 [S13(f) + Si2(f)]
—16 [S32(f) + Sas(f) + Ss1(f) + Sar(f)] X
x |1 = (rfL)?]. (11)

The coeflicient of Sgbs has been chosen so that the noise terms on the right hand side are all
now negative-definite and can thus be bounded from above by their design, or nominal, values
SY(f) and S'(f) respectively. The result is a lower bound for observational discrimination
of the gravitational wave background spectrum

Sxew(f) = SE(f) — 16 SE*(f) + 32 2 fL)*S°(f)
+16 [6 — (27 L) S (f). (12)

Equations similar to (11) and (12) can be written for the other two interferometer combina-
tions, Y and Z{4. In those equations, there will be different mixes of canceled and bounded
noise sources, resulting, in general, in different gravitational wave spectrum lower bounds.

CONCLUSIONS

The response of the Sagnac interferometer to a gravitational wave signal is several orders
of magnitudes smaller than that of the Michelson interferometer. In the frequency band of
interests (0.1 — 8) mHz, however, the Sagnac response to the noise sources is of the same
order of magnitude as that of the Michelson interferometer. As a consequence of these facts
we have shown that it is possible to estimate the magnitude of the noise sources affecting
the Michelson interferometer response in the low-frequency region of the accessible band by
using the Sagnac interferometer. This in turn allows us to discriminate a gravitational wave
background of galactic origin from instrumental noise affecting the Michelson interferometer
response.

ACKNOWLEDGMENTS

This work was performed at the Jet Propulsion Laboratory, California Institute of Technol-
ogy, under a contract with the National Aeronautics and Space Administration.

305



REFERENCES

[1] P. Bender, and K. Danzmann 1998, “Laser Interferometer Space Antenna for the de-
tection of gravitational waves, pre-Phase A report,” MPQ233, Max-Planck-Institiit
fir Quantenoptik, Garching, Germany, July 1998.

[2] M. Tinto, and J. W. Armstrong 1999, Physical Review D, 59, 102003.
[3] J. W. Armstrong, F. B. Estabrook, and M. Tinto 1999, Astrophysical Journal, 527, 814.
[4] F. B. Estabrook, M. Tinto, and J. W. Armstrong 2000, Physical Review D, 62, 42002.

[5] M. Tinto, J. W. Armstrong, and F. B. Estabrook 2000, Physical Review D Rapid Commu-
nications, in press.

306



‘papunoq Jo paupmisep Ajonbrun
1218 9q 01 X Ul pUnoISNorq dAkm [BUOHEIARIE B SMO[[E 9SIOU [RlUSWNNISU JIGIO-UO JINSEOU
o1 9 Suisny [¢] si pue [€] St pue Iopudg £q passnosip se ‘punoifyoeq asem [euoneliaeId
onseyools potoadys a1y 01 I pur X Jo sesuodsar [exjoads oyy axe papofd ospy -exwads 1oddoq
[RUOLIOBI] 07 PalIsAU0D ‘[z H A /uwiy,_01%0z] ostou yred [eorido Aem-ouo pue {zH A /(P05/w)g012€]
astou ssewr jooxd fenpiarpul 10y enooeds YSIT [BUIUOU Sy pUE SIsioU [BIUSWINISUL O) 7 pUE
X I0j suonouny Iojsuel} i3 WOX PaALep oie osoy], -(sulj paysep) o pue (ulf pros) X
SUONEBUIqUWOD B1Ep 10] e1oads ITamod estou peyuswnnsul fouenbaig roiddoq feuonoery ‘T eandty

(zH ‘Aouanbaug)0!boj

v'Z- 9z~ 8z~ £~ ze- e 9'¢- 8¢ ¥

T T I ¥ 1 ' I T T T F T - T T

(uonpuiqwod ) punoib®ooq mo ]

wn.yoads asjou |pjusWINJySUl ) n

Pp— 9y— 8y
(,_zH ‘Aysusp |payosds papis—auo)dtbo

T

ov-

8¢~

L.—

307



Questions and Answers

ROBERT NELSON (Satellite Engineering Research Corporation): It might be appropriate to
note that Dr. Joseph Webber of the University of Maryland passed away this past September.
Dr. Webber founded the whole subject of experimental gravitational wave detection at the
University of Maryland. In addition, in the late 1940s, he published one of the first papers on
the notion of a population inversion concept that was the foundation for the invention of the
maser.

Over the last decade or so, Dr. Webber did analyses that indicate some evidence of gravitational
wave detection by VAR detectors at the University of Maryland and in Rome which were
correlated to observations of neutrinos that were associated with the supernova, I believe it
was 1985. One of the things that you might consider in the future is, in light of that type of
analysis, is to correlate your own gravitational wave measurements with other sources such as
neutrinos which, according to theory, are produced in gravitational collapse events.

MASSINO TINTO: Yes, I would like to add and I should have said it earlier, this particular
instrument will work in the millihertz frequency band. So we are expecting to observe sources
that will not be in the kilohertz frequency band where less detectors were operating. So
supernova light is frozen and will not very likely be in this span of observations. Usually
supernova explosions are accompanied by neutrino emissions.

The reason for this analysis, in a sense, is really trying to assess where the sensitivity is without
relying on other instruments. In a sense, it would corroborate your observation. So once you
know what the sensitivity curve is, anything that is above it, you know, sort of classifies as other
sources.

DEMETRIOS MATSAKIS (USNO): Is there any timing requirements that you could talk about
with this system?

TINTO: Yes, and I am getting to that. You see, when you actually phase for the phase differences
from these Doppler measurements, you have to take into account that the spacecraft are moving
relative to each other and is not stationary. So at 10~ hertz, which is the frequency of the
laser, the relative speed of 10 meters per second introduces big nodes of several megahertz.
You have to track that bit node in your phase measurement. To do that, we rely on USOs, so
we have a timing system aboard this spacecraft that allows us to measure the phase and then,
on the other hand, introduce noise. It is so noisy, and we want to remove that noise. There
are techniques to eventually remove this noise measurement introduced by the USOs which
are incorporated into this interferometric technique that we have. So the system is certainly
has on-board timing systems and timing requirements. In fact, we rely on state-of-art USOs in
order to do these measurements. We need parts in 10'5 or better USO performances.

But I didn’t want to present all the details of the timing system on board the spacecraft.
MATSAKIS: It is covered in your published paper though. ‘
TINTO: Yes, this is published and will be in the Proceedings anyway.

THOMAS CLARK (NASA Goddard Space Flight Center): I had looked at a similar type
interferometer at one time, and maybe I don’t understand the measurement. If you are talking
about the laser measuring carrier phase of the laser—if I did the calculations you are talking
about, travel times of about 16 seconds —that means that you have to have an intrinsic oscillator
stability at the laser frequency to something better than one sixteenth of a hertz. Probably
more like 10 millihertz at 10! hertz. So that says you are expecting a laser to have an intrinsic

308



frequency stability over the Allan variance at the travel time, 16 seconds, of something like a
part in 10%. i

TINTO: No, no, we don’t need that. Even parts in 10" you have to know accuracy of the
uplink. The separation of the spacecraft is only 50 meters or so. If you know the uplink, then
you can combine to six measurements in such a way as to remove the fluctuations of the laser
to the level that you want to.

CLARK: The other question I was going to ask has to do with the background noise, which
is a different one. [ will have to think about your comment on that one. When we had
thought about this in terms of a slightly different program, rather than the gravitational wave
background noise, the gravity field background noise looked to me to be a serious problem.
For instance, the gravity field changes at this interferometer location due to Venus orbiting
around Mars are many times the effect of the signal that you are seecing. The gravity noise
due to essentially all of the undetected and unmodeled asteroids looked to me like they would
give so much position noise across the interferometer that gravity field could not be detectable.
Have you thought in terms of just the solar system gravity noise?

TINTO: I think that has been included in the Phase A report, which you will find at that Web
site that I gave. I believe the conclusion was that that was not a problem. Also, you have
to take into account the time scales that you are talking about. LISA will be 1,000 to 10,000
seconds or so up to 1 second integration time. Most of the facts we’re concerned about is
the time scale completely outside the band. It will not be affecting the performance of the
instrument. Other things have been analyzed and found not to be significant. To get the
details, I can point out the references.

But I think the key point here for LISA is that you can actually synthesize an interferometer,
which means you can remove the fluctuations of the laser. It requires a knowledge of the
uplink. So going to your first question, if you know the uplink with an aperture of 30 meters
or something, then you can combine these six Doppler measurements in such a way as to
remove those fluctuations. So you need the laser at part in the 10* or so. Even worse, if your
knowledge of the uplink is better.
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Abstract

One of the important subjects in coherent-population-trapping-based (CPT-based) vapor cell
Jrequency standards is the light shift (ac Stark shift). We calculate the light shift using a
numerical method and perturbation approximation. Experimentally, we measure light shift
using a pair of phase-locked diode lasers as well as a frequency-modulated diode laser. There
is good agreement between theory and experiment. A method of controlling light shift in CPT-
based frequency standards is proposed and implemented in Agilent Laboratories. The short-
term stability of our CPT-based rubidium vapor cell frequency standard is measured as

13x10712 ;7172 , which is limited by the phase noise of the reference local oscillator used.

I. INTRODUCTION

Since it was observed !! and explained theoretically,” * coherent population trapping (CPT) has been

found in many applications.” =" Its application in atomic frequency standards has also attracted a lot of
attention.”™ ' ! In a CPT-based vapor cell atomic frequency standard, the potential elimination of the
microwave excitation " > promises a smaller and less expensive device. However,the light shift (ac Stark
shift) in CPT-based atomic frequency standards is of great importance. Here we present our calculations
and experimental measurements of the light shift in a CPT-based *’Rb vapor cell frequency standard.
Based on the calculations,we also show that the light shift in CPT-based atomic frequency standards can be
controlled, or ultimately eliminated.

II. REVIEW OF THE CONCEPTS

The light shift (ac Stark shift) is the energy level shift that originates from the interaction between the atom
and the applied ac electromagnetic field."¥ Fig. 1(a) shows a two-energy-level atom interacting with a
single frequency laser field with a Rabi frequency €2, and a detuning A = @ ~ ®p. This resembles part of a
simple optical pumping scheme used in atomic frequency standards. Since the Rabi frequency Q is usually
much less than the spontaneous decay rate of the upper state le>, the light shift can be calculated using
perturbation approximation."> ' The perturbation approximation can be readily expanded to include the
case involving multiple atomic energy levels and multiple laser frequency components. Alternatively, the
light shift can be obtained using the concept of the dressed state,'* '”! which gives a more intuitive
physical explanation. The energy level shift (light shift) of the lower state Ig> is given by

311



8B, =——1— (1)

where 7 is the decay rate of the excited state le>. The light shift in Eq. (1) has a dispersion line shape, the
magnitude of which decreases inversely proportional to the detuning A when the detuning is large.

Coherent population trapping can happen in a three-energy-level atom interacting with a dual-frequency
laser field as shown in Fig. 1(b). The two transitions from Ig;> to le> driven by laser frequency oy; (i =1,
2) are essential for CPT generation, so we call them CPT-generating interactions. In Fig. 1(b), we
temporarily exclude the interaction of the frequency component with frequency ., (®(;) and induced
electric dipole moment between the upper state le> and the lower state Ig,> (Ig;>) in order to keep the
following analysis simple. Using the rotating wave approximation (RWA), one can write the interaction
Hamiltonian as

iy =210 700 ey |+ e 0 g el 2 e o [+ h5e 2 g )| @)

where Q, and Q, are the Rabi frequencies of the corresponding transitions. When the resonance condition
A; = A, is approximately satisfied, coherent population trapping (CPT) occurs, i.e., a specific coherence
between the two lower states Ig;> and lg,> forms a dark state given by

dark state) = ———92——eimutlg 1) -

1+l

291 ; eia)thlg2> ) 3)
" +[0
The dark state satisfies the condition

(e‘ﬁlldark state) =0 , 4)

i.e., the dark state does not interact with the applied laser field. Hence, CPT lasts until the relaxation
process between the two lower states destroys the coherence described by Eq. (3). For a given detuning,
A=A-A,, the probability of finding the atom in the dark state is determined by the optical Rabi frequencies
and relaxation rate between the lower states, ,. If there is an energy level shift, due to the interaction with
external electromagnetic fields, in one or both lower states, the difference of the shifts can be measured in
the laser frequency difference o, — ®r,, when the resonance condition, A=A;—-A,=0 is satisfied. The
resonance condition for CPT generation can be detected using any combination of fluorescence,
transmission, and microwave emission (by the magnetic dipole associated with the dark state). When the
optical signal is detected, no microwave cavity is required for implementation of the CPT-based atomic
frequency standards. Fig. 2 shows the detected optical signals associated with the CPT-generation in a
small ¥Rb vapor cell.

312



III. LIGHT SHIFT IN CPT-BASED FREQUENCY STANDARDS .

In a practical atomic frequency standard, the choice of the lower states, e.g., the sub-states [F=I+1/2, mg=0>
in an alkaline atom’s ground state, allows more transitions than the ones shown in Fig. 1(b) according to
selection rules. The frequency component with frequency ®;; (@) can also interact with induced electric
dipole moment between the states le> and 1g,> (Ig;>) although it is detuned from resonance. When a single
laser with frequency modulation (FM) is used for CPT-generation, every frequency component interacts
with the induced electric dipole moment between the states le> and Ig;> and the one between the states le>
and lg,>. The calculation has to take all these interactions into account. Typically, all the non-CPT-
generating interactions have large detunings and low Rabi frequencies, so that they do not affect the CPT-
generation process significantly. Therefore, it is justified that we consider the effects of the two CPT-
generating interactions first, and treat the non-CPT-generating interactions as the perturbations. We will
show that these non-CPT-generating interactions dominate the contributions to the light shift of the two
lower states, Ig;> and lg;>, which are used to define the frequency standard. Based on these calculations,
we propose a method to control or to ultimately eliminate the light shift.

II1.1 LIGHT SHIFT FROM THE CPT-GENERATING INTERACTIONS

To calculate the effects of the two CPT-generating interactions we use the simplified system in Fig. 1(b).
The density matrix equation for this system is

L d s A N R P PP

in-p = [, +H1,p]~51h[1“p 1) 5)
where ﬁo is the Hamiltonian for the internal atomic states, ﬁl is given by Eq. (2), and I describes all the

relaxation processes. Although the analytical solution for the steady state of this equation was given in the
literature,"® it is not trivial to interpret the physical meaning of the solution. The perturbation
approximation was also used to solve this equation.”"” The results showed that the light shifts of the two
lower states are the same for the dark state (with coherence shown in Eq. (3)) and for the case where there
is no coherence between the lower states.

Here we solve Eq. (5) for a steady state solution in a closed form without further approximations. First the
result is used for calculating the CPT under different parameter settings. Then this closed form result is
used for the numerical calculation of the light shift difference between the lower states Ig,> and |g,>, which
is the physical quantity measured in a frequency standard. We find out that the light shift difference
between the lower states is much smaller in comparison with the one obtained without considering the
coherence in Eq. (3). Fig. 3 shows an example of the light shift difference in the dark state vs. detuning
with 2Q; = Q,. The result from the calculation without the presence of coherence is also shown in Fig. 3
for comparison. This small light shift is not a surprising result because the lack of the interaction between
the dark state and the applied laser field, shown in Eq. (4), removes the light shift, at least to the lowest
order. Therefore, we conclude that the light shift difference between the lower states from the two CPT-
generating interactions is small enough, at least for the vapor cell type atomic frequency standards.
However, the light shift from the non-CPT-generating interactions could be significant, and will be
calculated in the next sub-section.
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IIL.2 LIGHT SHIFT FROM THE NON-CPT-GENERATING INTERACTIONS

We start with the density matrix equation shown in Eq. (5) for the calculation of the light shift from the
non-CPT-generating interactions. Here the interaction Hamiltonian only includes the non-CPT-generating
interactions. Using perturbation approximations, one can eliminate the excited states in Eq. 5).'" The
equivalent density matrix equation for the ground states can be written as

1hd pl = [(HG +6HG) ﬁG] —;—ih[(f‘G +6fG)ﬁG +ﬁG(f‘G +6f‘G)] (6)

where the superscript G designates the operators to the ground states. Due to the existence of the non-

CPT-generating interactions, in Eq. (6), the equivalent operators SAC and &€ represent the extra
interactions and relaxations, respectively, among all the ground states. For each laser frequency

component with an amplitude E j and an angular frequency o, , we define the generalized Rabi frequency

Ql iy and detuning Amu as

E; +(m|d[u) 72)

Ny =0 —%(Em ~E,) (7b)

where <m| d Iu} is the induced electric dipole moment between the excited state Im> and ground state Iu>.

Then corresponding matrix elements of operators SHC and 8TC are given by

Qi _Ql A I coslw t+6]
ey 25 5 Sl 1 5 5 Sy cologeth) g,
j m A +ym j k#j m AJ ¥
Qi Q) ] i t+6)
opropy =Ly 3 Sniute 1y 5 5 SRTNEN (80
im AL +ym i k#j m Al 2+Vm2
i =tan~!tm_ (8¢)
my Ajmu

where the sum of m is for all the excited states; sums of j and k are for all the frequency components. We
write the non-oscillating terms and oscillating terms (with a frequency on the order of hyperfine splitting)
separately in Eq. (8) because they have different effects on the ground states. In a typical vapor cell atomic
frequency standard, the interaction strength, which is equivalent to the Rabi frequency, for each term in
Eq. (8a) is much smaller than the relaxation rate among the ground states. Similarly, the rate of each term
in Eq. (8b) is much smaller than the relaxation rate among the ground states. Therefore,the most important

effect from Eq. (8) is the light shift, which is represented by the diagonal matrix element (vlSHGl\/). The
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effect of the oscillating term in <V |5HGIV> is averaged to zero while the .non-oscillating term gives the

light shift of state |V> , which is similar to the one in Eq. (1). Although some of the oscillating terms in the

off-diagonal matrix element (vlSHGlu> can be in resonance with the transition used for frequency
standards, their effects are still small due to the small interaction strength.

II1.3 METHODS TO CONTROL OR ELIMINATE LIGHT SHIFT

From the above analysis, we demonstrate that one is able to control the total light shift in the CPT-based
frequency standards by controlling the intensities and/or the frequencies of the non-CPT-generating
frequency components.“gl For example, one can add one or more non-CPT-generating interactions by
introducing extra frequency components with desired intensities and frequencies to suppress the total light
shift in the system. When a single FM laser is used for CPT generation, it is very convenient to control the
total light shift using the frequency modulation index. Fig. 4 shows the total light shifts vs. frequency
modulation index with a single FM laser. The residual amplitude modulation (AM) could change the
modulation index for zero total light shift slightly. Fig. 5 shows the light shifts vs. detuning with different
frequency modulation indices.

All the above light shifts in Fig. 4 and Fig. 5 are calculated in an optically thin absorption medium. In a
practical vapor cell atomic frequency standard, the absorption in the vapor is significant. If the vapor cell
is filled with buffer gas, the atoms are localized due to the collision with the buffer gas molecules.
Therefore, the light shift in the vapor cell varies with the position due to the absorption of different
frequency components. The contribution to the detected signal also varies with the position in the vapor
cell. Furthermore,these variations depend on the input laser beam intensity due to the balance between the
CPT-generating process and the relaxation process among the ground states. The saturation effect is
usually small. To compare the calculation with experimental results, we have to take all these factors into
account. The possible exception is the case where one uses an FM laser with a small modulation index.
The dominating contribution of the light shift in this case is from the laser carrier frequency that is not
absorbed significantly within the vapor cell.

IV. EXPERIMENTAL RESULTS

We use a ¥’Rb vapor cell in our experimental study of the light shift in the CPT-based frequency standard.
We use the D;-line for CPT-generation, as shown in Fig. 1(c). The laser source consists of either a pair of
phase-locked diode lasers or a single diode laser with frequency modulation at 3.4 GHz. In the case of
using an FM laser, the *1st order sidebands are used for CPT-generation. The optical power ratio of these

two sidebands is measured as |J Yy J_1|2 ~1.2 for most of our measurements due to residual amplitude

modulation. The averaged power in the £1st order sidebands is used to estimate the frequency modulation
index, which can readily reach 3. The laser beam is collimated and truncated just before it enters the vapor
cell. The intensity variation across the beam is less than 10%, so that in the calculation we only consider
the intensity variation in the vapor cell along the propagation direction of the laser beam.

Fig. 6 shows the measured light shift with a pair of phase-locked diode lasers. The laser frequencies are
locked to the peak absorption corresponding to the excited state [F’=2>. Using the results in sub-section
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1.2, we expect the positive light shift. To compare the experimental results with the calculation, the
transmitted laser beam power is also measured to determine the absorption in the cell. By integrating the
signal and the light shift along the absorption cell, the calculation of the total light shift is also shown in
Fig. 6. The discrepancy between the calculation and the measurements is less than 5%.

Fig. 7 shows the measured light shifts using a single FM diode laser. We attribute the curvature of the
light shift with a fixed modulation index to the factors discussed in sub-section IIL.3. It is clear from Fig. 7
that the light shift can be reduced or eliminated in the CPT-based vapor cell frequency standard by
choosing the proper modulation index. The measured light shift can be used in a slow servo system to
control the modulation index dynamically. Fig. (8) shows the light shift is suppressed using such a servo
system with an incorrect initial modulation index setting.

We use a single FM diode laser to study the frequency stability of our CPT-based Rb vapor cell frequency
standard. The frequency modulation index is either set or controlled to minimize the total light shift. The
frequency stability is measured in comparison with an in-house ensemble consisting of two Agilent S071A
cesium-beam frequency standards. Fig. 9 shows the measured Allan deviations. Fig. 9 also shows the
short-term frequency stability measurement (1s < t < 4000s) using a diode laser pumped Rb vapor cell
frequency standard (not CPT-based) as a frequency reference. In this measurement, the frequency/phase
noise from both the CPT-based Rb frequency standard and the reference contribute to the short-term
stability ~1.3x10™"* 7 and the flicker noise floor ~1.4x10™", From the individual signal-to-noise
measurements, we determine that the short-term stability is about the same for both the CPT-based Rb
frequency standard and the reference. Removing the noise contribution from the reference, we expect the
short-term stability to be 1x10™'% 7 and the flicker noise floor at ~1x107" for the CPT-based Rb
frequency standard. The frequency drift of our CPT-based frequency standard is shown in Fig. 10.
Apparently there is a frequency change with a period of 24 hours in our preliminary setup, especially
during the weekends, when the temperature control of the building works in a different mode. This
frequency change determines the Allan deviation for T = 10,000s,as shown in Fig. 9.

V. CONCLUSION

The calculation and measurement of light shift in CPT-based vapor cell frequency standards are presented.
Our results show that the light shift could be significant. We present a general method™ to suppress the
light shift in CPT- based vapor cell frequency standards. We also present the short-term frequency stability
measurement of our CPT-based rubidium vapor cell frequency standard using a single FM diode laser. By
implementing the light shift control method, it is feasible to make a compact, moderately inexpensive CPT-
based vapor cell frequency standard with good performance.
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