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92nd Annual Precise Time and Time Interval (PTTI) Meeting 

The Time and Frequency Control Community Loses 
One of its Pioneers and Leaders: 

HELMUT HELLWIG (1938-2000) 

The time and frequency control community lost one of its leaders on July 22,2000 when 
Helmut Hellwig passed away. Helmut made many scientific and management 
contributions to our field and he will be missed by his many friends and colleagues. 

Helmut Hellwig was born on May 7, 1938 in Berlin, Germany. His professional 
education in Germany included a 1963 Master of Science degree in physics and a 1966 
Doctorate in electrical engineering, both from the Technical University of Berlin. During 
that period Helmut was a Researcher at the Heinrich Hertz Institute in Berlin. He 
immigrated to the United States in 1966 and became a U.S. citizen in 1972. 

Dr. Hellwig was a research physicist in the field of atomic frequency standards for the 
U.S. Army Electronics Command in Ft. Monmouth, NJ between 1966 and 1969, and a 
Time and Frequency Division Research Physicist, Section Chief and Associate Division 
Chief at the National Bureau of Standards (NBS) in Boulder, CO between 1969-1979. 
While there, Helmut established an organizational culture of advanced research in the 
field of atomic clocks which persists to this day. 

In 1979, Helmut became the President of Frequency and Time Systems, Inc. (FTS, now 
part of Datum, Inc.), a research and manufacturing company in Beverly, MA. He led the 
successful qualification and production of satellite cesium clocks for the Global 
Positioning System (GPS). 

In 1986, Helmut returned to NBS as Associate Director. Then, in 1990 he was appointed 
Director of the Air Force Office of Scientific Research, Bolling Air Force Base, DC, 
where he was responsible for managing the entire basic research program of the U.S. Air 
Force. He built a strong research infrastructure carried out by approximately 6,000 
researchers in Air Force Laboratories, universities and industries. 

1 



In 1996, Helmut was appointed Deputy Assistant Secretary for Science, Technology and 
Engineering, Office of the Secretary of the Air Force (Acquisition) in Arlington, VA. In 
that position, he was responsible for all Air Force investments in science and technology. 
Helmut retired from this position in 1999. 

He was a Fellow of the IEEE, a Member of the American Physical Society and Sigma Xi. 
He was also a member of the International Scientific Radio Union (URSI), the 
International Radio Consultative Committee (CCIR) and the International Astronomical 
Union (IAU) 

Helmut was very active in IEEE and frequency control committees, including the I&M 
and UFFC Societies. He was an Associate Editor of the Transactions on UFFC, 
Chairman of the I&M Technical Committee on Time and Frequency, and a member of 
the PTTI Executive Committee. He has also organized or co-organized numerous 
national and international conferences. 

He was granted several patents in the field of atomic frequency standards, and published 
about 100 technical and scientific articles and papers. 

Helmut received a number of professional awards, including an honorary doctorate from 
the University of Besancon, France in 1989 for his work on atomic frequency standards, 
and a 1996 Air Force Senior Executive Service, Presidential Rank Award for exceptional 
performance over an extended period of time. He was also the recipient of the E.U. 
Condon Award, the IR-100 award and the United States Army Science Award. 

Helmut is survived by his wife Thekla, his two sons Frank 
granddaughters. 

and Peter, and two 

Donations may be made in Helmut Hellwig’s name to RICA, a facility for children and 
adolescents with severe emotional disabilities at 1 5000 Broschart Road, Rockville MD 
20850. 
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92nd Annual Precise Time and Time Interval (PTTI) Meeting 

OPENING ADDRESS 

Capt. Benjamin Jaramillo 
Superintendent 

U.S. Naval Observatory 
Washington, DC 20392, USA 

Ladies and gentlemen, good morning. It is a pleasure to open the 32nd Annual Precise Time 
and Time Interval (PTTI) Meeting. 

Over the past 32 years, these meetings have continued to provide the timing community with 
an opportunity for users to present their ideas and requirements for improving the ability of 
the timing community to meet the nation's needs. Similarly, these conferences have allowed 
time and time interval providers to make system developers aware of the latest improvements 
in the field. The objectives of the series of meetings, namely to disseminate and coordinate 
PTTI information at the user level; to review present and future PTTI requirements; to inform 
government engineers, technicians, and managers of precise time and frequency technology; 
and, to provide opportunity for an active exchange of new technology associated with PTTI, 
are more important today than ever before. 

Since the first PTTI meetings, the precision with which time and time interval are measured 
and transferred has improved by three orders of magnitude, a factor of 10 per decade. We 
have witnessed remarkable growth in the use of precise time and frequency. It is safe to say 
that the development of precise time has played a critical role in the growth of technology that 
touches all of our lives today. The Global Positioning System (GPS) is the prime example of 
a system based on timing that has had a remarkably extensive impact on all aspects of society. 
There are many others. 

The program for this meeting includes topics that promise exciting, significant developments 
for the future. Sessions are devoted to issues related to time scales, advances in frequency and 
timing systems, future timing and frequency applications, telecommunications, utilities, Internet 
protocol, and GPS augmentation systems. All of these timing applications point out the need 
to recognize operational standards for timekeeping and time transfer. The Department of 
Defense (DoD) has clearly realized that the interoperability is a major issue. 

It has become evident that standards for time and time interval play an increasingly important 
role in ensuring that modern defense systems can communicate among themselves without 
confusion and function effectively. We need to eliminate the costly practice of independent 
development and nonstandard terminology without regard for the requirement to operate with 
existing systems and without regard for the likely systems of the future. The U.S. Naval 
Observatory (USNO) is prepared to assist those who are improving current systems and those 
who are in the process of developing new systems to provide effective PTTI applications and 
eliminate needless and extensive duplication. The growing importance of GPS and GPS-based 
timing is evident. The papers in the sessions of this meeting will no doubt demonstrate the 
latest numbers characterizing the precision and accuracy of the systems that take advantage of 
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GPS for timing. The growing use of GPS, however, is not without its own issues. 

We know that the dependency on GPS is slowing the development of improved clocks. It is 
also necessary to consider the requirement for additional sources of precise time and frequency, 
and the development of possible alternate time transfer methods will definitely be a concern 
for the future to mitigate the possibility of a single point of failure. Realize, too, that the 
increasing use of inter-operable systems will demand accurate, as well as precise, time to permit 
this inter-operability. 

Finally, I would like to close with the concern that the PTTI community must continue to 
challenge system engineers to make use of the potential development of increasingly more 
accurate time and time interval. While we need to keep track of user requirements for PTTI, 
we also need to challenge users to take advantage of possible 10-picosecond timing or one part 
in 10l6 in frequency. 

We often hear that precise time is a utility and that we must recognize the need to manage 
this new utility to meet society’s current and future requirements. Part of this management 
responsibility is to make sure that users are aware of current and projected PTTI capabilities. 
National and international laboratories must work together to make sure that the world’s timing 
needs are met and that society can make use of what we expect to make available in the future. 
I hope that this and future meetings will continue to address these concerns. But, jn addition, 
I would like to challenge users of time to think creatively about new possibilities that take 
advantage of our ability to provide time and time interval with improving precision. The utility 
of precise time will in the future provide improvements for us all, and we need to plan now to 
take advantage of this resource. 

Thank you for giving me the opportunity to open this meeting. I know that it will be an 
interesting and productive meeting for all of us. I would like to introduce Mr. Joe White, who 
has a presentation. 
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PTTI DISTINGUISHED SERVICE AWARD 

Presented to 
Roger L. Easton 

U.S. Naval Research Laboratory (Retired) 
ROBARCO 

bY 
Dr. Joseph D. White 

U.S. Naval Research Laboratory 

Captain, thank you for the opening remarks. I am the Chairman of the PTTI Executive 
Committee, and mostly what I get to do in that job is delegate things to others and stand back 
and watch things happen. But every now and then, I find a good job that I like to keep for 
myself, and this is one of them. 
The PTTI has its Distinguished PTTI Service Award. We award this sometimes annually, 
sometimes less. It kind of depends on how we feel and whether we feel we have good 
candidates. In this case, this year we have an exceptional person that we’re honoring, a man 
that I’ve been honored to work for and to know for 20-something years now. Roger Easton 
will be our award winner this year. 

Most of you have known Roger at one time or another during his career, which has been quite 
long and distinguished. Some of you knew him before I have met him. I worked for him from 
1973 to 1980, I guess it was. He’s done a number of other things since he retired. And I 
thought I’d just take a minute to go over briefly some of Roger’s accomplishments, and there 
are a lot; I’m reducing them to just the big ones here today. 

Roger worked for NRL and the Navy continually from World War I1 up to 1980. Among his 
accomplishments there were the design and the construction of the first Vanguard satellite. An 
outgrowth out of that was a system called “Mini-Track,” which was developed to track Vanguard 
and later expanded to do other things. Mini-Track grew into a system that became known as 
the “Naval Space Surveillance System.” That all started around 1960 or so. “SpaceSur” is not 
well known in the community, but in fact if you look at NORAD’s list of what’s flying around 
in space today, most the items on that list, I think something like 75 or SO%, come out of 
SpaceSur. It’s a system that’s still going, still growing, and Roger is one of the people that 
made SpaceSur happen. 

Roger also, shortly after SpaceSur, invented a one-way ranging concept that became a Navy 
program that was known as “Timation.” For those of you that know the history of GPS, 
Timation was one of two programs, that and the Air Force 621B project, which became GPS. 
That’s about the time I went to work for Roger. The things that make GPS work so well, the 
clocks, the orbits, a lot of the concepts all came from Roger. We owe him a great debt of 
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gratitude for the work he did there. 

As I say, Roger retired from NRL around 1980; however, that was by no means the end of 
his career. He did a number of other things after that, including politics. Roger was elected 
twice to the New Hampshire General Court, which I believe is roughly the same thing as the 
State Assembly. And in 1986 he actually ran for Governor. He was beaten by an upstart by 
the name of John Sununu, and we understand that it had to do with the irregular voting in 
the southern part of the state and dimpled ballots. But he came close. 

Roger has also received a number of awards over the years. I would like to list a few of those: 
in 1960, back in the SpaceSur days, as that started up, he won NRCs Distinguished Civilian 
Achievement Award. Roger was one of several people involved in the Collier Award, which is 
shared between NRL, Aerospace, the Air Force, and Rockwell for GPS. 
Another award that I thought was very interesting was the Magellanic Premium Award from 
the American Philosophical Society. And I’ll read the description to you of what this is: “a 
medal to be awarded from time to time to the author of the best discovery or most useful 
invention relating to navigation, astronomy, or natural philosophy.” Roger is also a Fellow of 
the Institute of Navigation. 

Sometimes, though, as you look through the list of people, a lot of people have won awards. 
One of the things that kind of gets your attention, as to how well recognized they are, is how 
many awards have been named after them. I know there are at least two in Roger’s case: 
There’s the Roger L. Easton Science and Engineering Award, which was out of Naval Space 
Surveillance, and the NRL Roger L. Easton Award for Engineering Excellence. I’m particularly 
interested in the NRL award because NRL, like most laboratories, is a hard science laboratory, 
but we have a group that does engineering. In hard science groups, the engineering people 
often get ignored. So it’s very nice to see that award came for Roger and recognized not only 
his achievements, but also the achievements of the people who have followed. 

So Roger, if I could you up here please, I’d like to make the award. You have to be aware of 
boxes that tick. I don’t know how you are going to get this back on the airplane. This is the 
clock that is awarded as the PTTI Distinguished Service Award. It’s inscribed “Distinguished 
PTTI Service Award 2000 to Roger Easton.” 
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KEYNOTE ADDRESS: 

IN THE BEGINNING OF GPS 

Roger L. Easton 
U.S. Naval Research Laboratory (Ret.) 

and ROBARCO 

INTRODUCTION 

Good morning. My talk is on the beginning of GPS. I’ve given this talk several times. %ice 
it went quite well. But the last time, it was a dead thud, so I’m warning you. A lot of its 
acceptance level had to do with the listener’s age, because when one talks about 1969 to people 
who weren’t born then, the talk has little current meeting. 

GPS is a navigation system consisting of two dozen satellites in circular, inclined orbits. Each 
satellite contains a number of stable clocks. The satellites transmit clock-based synchronized 
signals continuously, allowing us to have a system unlimited by the number of participants. 
Further, in not needing interrogation, the user can observe radio silence. Having all the clocks 
synchronized is a big thing for GPS. At the time the idea of the satellites carrying the clocks 
was proposed, all the other proposals used interrogated schemes. Receivers detect signals from 
several satellites simultaneously (> three for x, y, z, and t). From these observations, position 
and time are calculated. 

Where did GPS start? There have certainly been some wild comments about the beginning: 
(1) “It was developed by the DoD for the U.S. military,” which is true; (2) “GPS can trace 
its heritage to the Navy’s Transit program,” which is not true; (3) “It began in 1973,” while 
it actually began in 1964. Comment (1) is not especially helpful and comments (2) and (3) 
are not supported by the documented evidence. One is reminded of the quotation of Thomas 
Henry Huxley concerning “the slaying of a beautiful hypothesis by an ugly fact.” Everything 
was going fine with these explanations until a fact came along and destroyed them all. 

Let’s look at some documented evidence. Early in the proposal stage of advanced navigation 
systems, in 1969, an EASCON meeting was held in Washington. Three different navigation 
proposals were discussed. (I’ve given Dr. White copies of these three proposals in case you 
would like to read them in full.) 

LOW-ALTITUDE PROPOSAL 

A paper by R. B. Kershner of APL studied the number of satellites necessary at different 
altitudes to have four-in-view to an observer on the earth’s surface. At an altitude of 475 
nautical miles (nm), 153 satellites are required, Seventy-eight are required at 1000 nm; 28 
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are needed at 5000 nm; 18 at 10,OOO nm; and 18 at synchronous. Then Dr. Kerschner 
made a weight and cost comparison between satellites of a constellation at 480 nm and one at 
synchronous. As seen in the table below, the costs are not greatly different. The APL paper 
favored the low-altitude proposal. 

480 nm 

19 W 

300 Ib. 

$1.5 M 

$225 M 

Weight & Cost Comparison 

Sync. 

150 W 

1100 W 

$11.3 M 

$203 M 

Altitude 

Tx Power 

Weight 

I I Unit Cost 

I 1 Constellation Cost 

Conclusion: Costs About Equal 

THE AEROSPACE 24-HOUR CONSTELLATION PROPOSAL 

The Aerospace Corporation proposed a 24-hour constellation made up of several choices of 
sub-constellations and two orbital inclinations, The next figure shows the geometry of one 
sub-constellation. It consists of a single geostationary satellite with three (or four) satellites 
in circular ground tracks traveling with the geostationary satellite at the center. The non- 
geostationary satellites have inclinations of 30 degrees and eccentricities of 0.3 to give the 
circular ground tracks in the next figure. 

The following figure shows the coverege results with three constellations similar to the one 
described above; for a viewer seeing four to seven satellites for three-dimensional (3D) naviga- 
tion; for three satellites in view for two-dimensional (2D) navigation; and places near the South 
Pole with intermittent coverage. The coverage in the North was better because the apogees 
of the eccentric satellites were to the north. It was a clever system, but its coverage was not 
strictly global. 

WHERE DID GPS START? 

So where did GPS start? As I said before, not with the Transit program, though Transit has 
some similarities. And it started much before 1973. We claim that it can trace its ancestry 
to the radar “fence” of the Navy Space Surveillance System in 1964, long before some in our 
audience were born. 

8 



6 



For a few years in the early 19GOs, we operated another fence in addition to the stations 
shown in the next figure. This second fence was in Southern Texas, with a transmitter near 
Rio Grande and a receiver near Raymondville. This second fence provided a second look at 
objects passing vertically through the two systems and permitted the determination of an orbit 
as soon as the second observation was received. This arrangement was especially valuable for 
the determination of orbits of multiple pieces. 

~ - 

There are at least two types of radars: pulse radars, which send and receive at one antenna, 
and continuous wave radars. We worked with the latter, having transmitter and receiver about 
100 miles apart. We needed to know the modulation phase of the transmitter at the receiver 
as it was transmitted. We tried over-the-horizon transmission, which didn’t work too well, as 
the signal was noisy. We tried carrying a cesium-beam clock between the two stations. The 
idea worked, but it was a continuous job, so we thought, why not put the cesium-beam clock 
in the satellite? 

What else could such a satellite do besides transmit time? We decided it could be used for 
navigation. We were subjected to criticism because it was an idea looking for an application 
and not the other way around. 

1 

THE MID-ALTITUDE CONSTELLATION 
At NRL we investigated a large range of altitudes, from low to synchronous and concentrated 
mainly on an integral number of ground tracks per day. We favored 8-hour orbits, but had 
done some work on the 12-hour orbits that GPS chose. 
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For a few years in the early 196Os, we operated another fence in addition to the stations 
shown in the next figure. This second fence was in Southern Texas, with a transmitter near 
Rio Grande and a receiver near Raymondville. This second fence provided a second look at 
objects passing vertically through the two systems and permitted the determination of an orbit 
as soon as the second observation was received. This arrangement was especially valuable for 
the determination of orbits of multiple pieces. 
There are at least two types of radars: pulse radars, which send and receive at one antenna, 
and continuous wave radars. We worked with the latter, having transmitter and receiver about 
100 miles apart. We needed to know the modulation phase of the transmitter at the receiver 
as it was transmitted. We tried over-the-horizon transmission, which didn’t work too well, as 
the signal was noisy. We tried carrying a cesium-beam clock between the two stations. The 
idea worked, but it was a continuous job, so we thought, why not put the cesium-beam clock 
in the satellite? 

What else could such a satellite do besides transmit time? We decided it could be used for 
navigation. We were subjected to criticism because it was an idea looking for an application 
and not the other way around. 

THE MID- ALTITUDE CONSTELLATION 
At NRL we investigated a large range of altitudes, from low to synchronous and concentrated 
mainly on an integral number of ground tracks per day. We favored 8-hour orbits, but had 
done some work on the 12-hour orbits that GPS chose. 

We demonstrated our TIMe navigATION (TIMATION) concept to the Naval Air Systems 
Command in 1964. As a result, NAVAIR sent us a $35,000 Work Order. The reason the order 
was so small is that the project manager did not think he could get approval for a larger order. 
We then demonstrated passive ranging for 2D and 3Dand time which satisfied the navigation 
needs of aircraft, ships, and ground personnel. In the EASCON paper we favored polar orbits, 
intermediate altitudes, and circular orbits. We considered quartz and atomic oscillators and 
obtained the time transfer results in the next figure with the first TIMATION satellite, launched 
May 31, 1967. 
If I had my choice now I think I would go with polar inclinations. We went with 55 degrees 
because that came out as an optimum under the assumptions used. However, you miss 
something at that inclination. Unless you are at a low altitude, you see no satellites north (or 
south) of you. A polar satellite would also be advantageous for keeping the clocks on time. 

ANOTHER MID-ALTITUDE PROPOSAL 

There was another, somewhat similar mid-altitude proposal from General Electric that I must 
confess that I didn’t know about. In a development led by Roy Anderson, it proposed two 
dozen satellites in 6-hour orbits. It was proposed to NASA and we didn’t pay much attention 
to it. In the following figure are shown its ground tracks and you see it was at 55 degrees, just 
like GPS. It had both active and passive ranging and, accuracies of 0.1 and 1 mile respectively. 
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The next figure shows observations seen from the present space surveillance fence. The arc 
about 12,000 miles from the earth represents the observations of the GLONASS satellites. 
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THE WINNER 
Why did the mid-altitude proposal win? One could say because it was cheaper, more accurate, 
truly worldwide, and required fewer ground stations. The chart above relates the different 
proposals to the final design of GPS. One could say that since the GPS came from the NRL 
proposal, it naturally is most like the NRL TIMATION proposal. The next table compares the 
various proposals, showing which are most like the final choices (X) for GPS. 
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Since the relevant patent may be of some interest, I've included a copy of the first page. 

United States Patent ~191 

Easton 
t 1 I 1 3,789,409 
[451 Jan. 29, 1974 

NAVIGATION SYSTEM USINC SATELUTES 
AND PAsslvE RANGING "IQm 
Inventor. Rogcr L. Easton, 7704 Oxon Hill 

Rd.. Oxon Hill, Md. 20021 
Filed: Oct. 8, 1970 
Appl. No.: 79,307 

US. CL .... 3431112 R, 343/100 SC. 343/112 D 
Int. CI .......................... GOIS 5/14, GOIS I 1/00 
Fiid of Search ....... 34NI 12 D, I12 R, 1 0 0  ST 

References' Cited 
UNITED S T A m  PATENTS 

3.643359 211972 Encner _ ..................... 34311 12 D X 
3,384.891 511968 Andenon ............... 3431100 ST U X  
2.947.985 8f1960 Cooley ., .................. 3431112 D UX 
3.397.400 811968 Movr et al.. .......... 34311 12 D UX 
2.924.820 2/1960 Dkhal et al..._..... ..... 34311 12 D UX 
3.339.202 8/1967 Earp ........................ 343/1 12 D X 

O - J Z  
SATELLITE 

prirory &miner-Richard A. Farky 
Assistant Examiner-Richard E. B e r p  
Artomey, Agent. or F i - R .  S. SciasCia; Arthur L. 
Branning; J. G. Mumy 

A MV~~X~OII system wherein the navigator's location 
is obtained by determining the navigator's distance (or 
range) fnnn one or more satellites of known location. 
Each satellite transmits multifrequency signals that are 
derived fiom a stabk oscillator which is phase syn- 
chronized with the navigator's equipment that pro- 
duces sbnilar rnultifrqutncy signels Phase cornpati- 
son between the signab received from the satellites 
and the locally produced signals indicates both the dis- 
tance between the navigator and the satellites and the 
navigator's location. In determining his location, the 
presence of the navigator is not revealed since no in- 
t e r r e o r y  transmission by him k required. 

6 Claims. 3 Drawing Figures 

CY6 
SATELLITE 
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THE SECOND PART 
This talk was made in two parts. You’ve have heard the first or technical part. The second part 
consists of a number of quotations. “The purpose of poetry is to persuade, fool, or compel 
God into speaking” is a favorite from Howard Nemerov. It is especially pertinent if you feel 
that some engineering approaches a class of poetry. 

Then there are religious quotes coming from technical people. There’s the famous one from 
Einstein: “Der Herrgott is subtle but not malicious.” Two others, “Doing physics was walking 
the path of God” and “Doing physics was wrestling with the Champ,” are by I. I. Rabi, who, 
of course, had much to do with atomic clocks. 
John M. Zinman said, “Modern science is a successful social invention for acquiring, not truth, 
but reliable knowledge.” I think Robert Frost’s quote, “Two roads diverged in a wood and I 
took the one less travelled by,” is perhaps a good way of looking at what we do in experimental 
fields. Of course, Frost is sort of apermanent poet laureate up New Hampshire and Vermont. 
He lived in both states, but was born in California and named for General Lee. 

Some developments that were essential to GPS are small atomic clocks and integrated circuits. 
I was glad to see Mr. Fruehauf here. He was in on the very small atomic clocks, which we 
flew in satellites. Later, we went to Mr. Kern’s cesium clocks. 

I want to say something concerning awards: “Love of praise is, I believe, common to all men 
and whether it be a frailty or a virtue, I plead no exception from its fascination” (Capt. J. 
Eads, 1874). I like this one: “All anybody needs to know about awards is that Mozart never 
received one” (Henry Mitchell). 

If you look at the awards mentioned in the World Almanac or any other almanac, you will 
see that there are almost none that apply to engineering. We know of the Pulitzer and Nobel 
prizes, but there are at least 29 entire categories of other awards. You won’t find many scientific 
awards. When I was young, the Collier Award for Advances in Aviation was generally known. 
It’s not well known now, nor is the oldest U.S. award, the Magellanic Premium (1786). So if 
you want an award, go into a field like entertainment, sports, or writing, and stay away from 
fields that change the world, like engineering. 

In spite of what I have said about awards, I appreciate the one given me today. It’s a beautiful 
clock. I will try to place it in its proper place. Thank you very much. 
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Questions and Answers 

BRUCE MONTGOMERY (Syntonics, LLC): Who were the chaps at General Electric who 
were so prescient back in 1964? They got it pretty close to right. 
ROGER EASTON That was Roy Anderson. I got to know him very well since, and he’s very 
impressive in this field. 

HUGO FRUEHAUF (Zyfer, Inc.): The irony was that GE dropped out of the satellite bis 
when it finally got to the satellite award. Even though they were so ahead of the game. 
EASTON You are saying k y  dropped out? 

FRUEHAUF Yes, the final bidders were Rockwell and RCA at the time, and General Electric 
ended up bowing out of the satellite race, which was kind of ironic. 

EASTON: Then they ended up buying RCA, right? 

FRUEHAUF Right. 
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Abstract 

More than fwo decades have now passed since the construction of the GPS operational control 
segment (OCS), including the Master Control Station (MCS) ai Schreiver AFB, Colorado and 
worldwide moniioring @ions, and launch of the first GPS satellites. During that time, several 
generations of sateUites have been designed, built, and launched, and operations are routinely 
supported by the OCS. 

Today, Global Posifioning System (GPS) is entering into the new millennium with a far-reaching 
program to modernize the system on the ground and in space. This paper describes the goals, 
requirements, design objectives, and plans for implementing a $1 billion-plus modernization program 
in the coming decade. 

INTRODUCTION 
The Department of Defense (DoD) originally conceived the Global Positioning System (GPS) in 
the 1970s as a satellite-based navigation system for joint-service military applications. Beginning 
in 1980, federal radionavigation planning conducted jointly by the DoD and the Department 
of Transportation (DOT) forever transformed this system into a global utility for positioning, 
navigation, and timing (PNT). 

In 1996, federal policy and planning for GPS and its augmentations were significantly strength- 
ened with the release of the Presidential Decision Directive (NSTC-6) “U.S. Global Positioning 
System Policy.” The PDD provides the strategic vision for the management and use of GPS, 
addressing a broad range of military, civil, commercial, and scientific interests, both national 
and international. Further, specific roles and responsibilities were assigned to the DoD, DOT, 
and the State Department. The PDD also established the DoD-DOT-chaired Interagency GPS 
Executive Board (IGEB) to manage the GPS and its U.S. Government augmentations. 

‘A version of this paper appeared in the September 2000 (Vol. 11, No. 9) edition of GPS World Magazine and this paper wm 
previously presented at ION-GPS 2000, 13th International Technical Meeting of the Satellite Division of the Institute of Navigation, 
1922 September 2000. 
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The first meeting of the IGEB took place the following year. The major topic of discussion 
at that meeting was the need for additional civil GPS signals to imprave services provided 
to a vast array of civil and commercial users. As a result, the IGEB a greed to identify a 
second civil frequency within a year. Combined with an effort already underway within the 
Air Force to incorporate both civil and military requirements into an updated GPS operational 
requirements document (ORD), these activities established the foundation of the current GPS 
modernization program. 

MODERNIZATION GOALS 
Civil Goals 
The GPS Standard Positioning Service (SPS) refers to the signal-in-space provided free of 
direct user charges for peaceful civil, commercial, and scientific use on a continuous, worldwide 
basis. Today, only one fully accessible signal (the C/A-coded signal at L1) is available for civil 
applications through the SPS. Therefore, the principal objective of modernization from a civil 
perspective is to provide additional coded civil signals. 

In 1998, Vice President Gore announced that a second civil signal would be broadcast at the 
1227.6 MHz frequency, known as the GPS L2. Only a P (Y)-code, used by the U.S. military 
and other authorized users, is currently modulated on this frequency. (The Y-code refers to 
the encryption of the precise P-code to make it available only to authorized users.) The Vice 
President also stated that a third civil signal specifically designed for safety-of-life services would 
be broadcast beginning in 2005. Backed by the intense labors of interagency working groups 
formed under the auspices of the IGEB, the frequency of the third civil signal, now known as 
L5, was selected in January 1999. The L5 will be at 1176.45 MHz in a portion of the spectrum 
that is allocated for aeronautical radionavigation services (ARNS). The ARNS allocation is 
required for any signal used in support of any aviation safety-of-life application. The resulting 
changes to the GPS signal structure are illustrated in Figure 1. 
For stand-alone (non-differential) real-time users of GPS, the addition of a second and third 
civil GPS signal will: provide signal redundancy, improve positioning accuracy, improve signal 
availability and integrity (timely notice of an “unhealthy” signal), improve continuity of service, 
and improve resistance to’ radio frequency (RF) interference. 

L5 L2 L1 
C U  

Present Signal - 
Structure 

Modernized Signal 
Structure 

1176.45 Mhz 1227.60 Mhz 1575.42 Mhz 

Figure 1 
Current and Modernized Signal Structures 
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The two new additional coded civil signals (the C/A-code on the L2 frequency and the new 
signal at L5) will also assist high-precision (often called real-time kinematic) short- and long- 
baseline differential applications - such as aircraft precision approach and landing, mapping, 
surveying, precision farming, machine control, and earth science studies - by calibrating the 
spatially uncorrelated components of the ionosphere seen across the baseline and by speeding 
up ambiguity resolution to get accuracies of a decimeter or better. 

~ -~ ~- __ 

Miltary Goals 
In addition to providing an SPS, the 1996 GPS PDD and subsequent legislation also committed 
the U.S. government and the DoD to providing a Precise Positioning Service (PPS) for U.S. 
military and other authorized users. Further, the policy also called for the development of 
measures to prevent the hostile use of GPS and its augmentations, thus ensuring that the 
United States and its allies retain a military advantage without unduly disrupting or degrading 
legitimate, peaceful civil GPS uses. 

This has been translated into what is often referred to as the 3 P’s: 

Protection of military service in a theater of operation 

0 Prevention of adversarial exploitation of GPS services 

0 Preservation of civil service outside a theater of operations. 

To successfully accomplish the 3 P’s, the military must have the ability to selectively and locally 
deny GPS signals which could be potentially misused, while ensuring that authorized PPS 
users can continue military operations. Spectral separation of civil signals from military signals 
represents a key component of this capability. As a result, defense-oriented GPS modernization 
focuses on providing new military codes, referred to collectively as M-code, that will “reuse” 
portions of the radio spectrum already assigned to the L1 and L2 frequencies while remaining 
spectrally distinguishable from the L1 and L2 C/A-codes (see Figure 1). 

The new military signal and code structure will also have improved cryptographic protection and 
changes in the broadcast data message. Based on validated military requirements for higher 
signal power, future GPS satellites will also be designed to broadcast the new M-code signals 
on a regional basis, when necessary, at 20 dB greater power (-138 dBW) than the existing P 
(Y)-code. These improvements will provide the U.S. military and its allies with both increased 
anti-jam capability and enhanced signal security for military worldwide operations. 

SIGNAL STRUCTURE 
Implementation of a new signal structure represents the cornerstone of improved GPS services 
for both military and civil communities. For civil users, however, the first real step towards 
modernizing GPS took place earlier this year when President Clinton directed that the intentional 
degradation of the GPS Standard Positioning Service (SPS), known as Selective Availability 
(SA), be discontinued at midnight Eastern Daylight Time on 1 May 2000. Figure 2 below 
illustrates the impact of this “magic moment.” 

Since SA was discontinued, GPS users have routinely observed horizontal SPS accuracy values 
of less than 10 meters. However, more conservative accuracy estimates (based on the conditions 
and constraints described in Ref. [2]) - ~ _ _ _ _ _ ~ -  would be 22 meters horizontal (%% of the time), 33 meters 

~ ___ ~ 

2Nationd Defense Authorization Act for Fiscal Year 1998, Public Law 105-85, ~ e c .  2281, 18 November 1997 
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vertical (95%), and 200 nanoseconds (95%) relative to Coordinated 'Universal Time '(UTC), the 
international standard for timekeeping. The corresponding GPS horizontal positioning emor 
budget is shown in Table 1. 

Table 1 
GPS Error Budget with and without SA 

Figure 2 
Performance with SA off 

~~~ ~ 

Error Source 

Selective Availability 

Atmospheric Delay 
Ionospheric 
Tropospheric 

Clock and Ephemeris 
Error 

Receiver Noise 

Multipath 

Total User Equivalent 
Range Error (UERE) 

Typical Horizontal 
DOP (HDOP) 

Total Stand-Alone 
Horizontal Accuracy, 
95% 

Typical Range Error 
Magnitude 
(meters, lo) 

SPS with SA 

24.0 

7.0 
0.2 

2.3 

0.6 

1.5 

25.0 

1.5 

75.0 

SPS with SA 
set to zero 

0.0 

7.0 
0.2 

2.3 

0.6 

1.5 

1.5 

1.5 

22.5 

Without any additional equipment costs to users, discontinuing SA brings tangible benefits to 
millions of GPS users throughout the world in a wide range of applications. Some of these 
benefits are described below. 

Car Navigation 
Previously, GPS-based car navigation could give the location of the vehicle to within a hundred 
meters. This was a problem, for example in areas where multiple highways run in parallel, 
because the degraded signal made it difficult to determine which highway the car was on. 
Discontinuing SA will minimize such problems, leading to greater consumer confidence in the 
technology and higher adoption rates. It will also simplify the design of many systems (e.g., 
eliminating the need for certain map matching software), thereby lowering their retail cost. 

Enhanced-911 
The FCC will soon require that, all new cellular phones be equipped with more accurate 
location determination technology to improve responses to emergency 91 1 calls. Removing 
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SA will boost the accuracy of GPS to such a degree that it could be come the method of 
choice for implementing the 911 requirements. A GPS-based solution might be simpler and 
more economical than alternative techniques such as radio tower triangulation, leading td lower 
consumer costs. 

Hiking, Camping, and Hunting 
GPS is already popular among outdoorsmen, but the degraded accuracy has not allowed them 
to precisely pinpoint their location or the location of items (such as game) left behind for later 
recovery. With 20-meter accuracy or better, hikers, campers, and hunters should be able to 
navigate their way through unmarked wilderness terrain with increased confidence and safety. 
Moreover, users will find that the accuracy of GPS exceeds the resolution of U.S. Geological 
Survey (USGS) topographical quad maps. 

Boating and Fishing 
Recreational boaters will enjoy safer, more accurate navigation around sandbars, rocks, and 
other obstacles. Fishermen will be able to more precisely locate their favorite spot on a lake 
or river. Lobster fishermen will be able to find and recover their traps more quickly and 
efficiently. 

SPS SIGNAL SPECIFICATION 
The GPS SPS Signal Specification is the definitive source regarding the expected performance 
levels of the civil GP$ navigation service. While important to all civil users, these performance 
levels are particularly crucial in determining the system design for civil GPS augmentation 
systems that are required to meet the stringent performance criteria for safety-of-life use. 

The current signal specification was published in 1995. Many of the performance parameters 
in that document - such as coverage, availability, and reliability - originated prior to the 
GPS constellation reaching initial operating capability in December 1993. Consequently, the 
SPS Signal Specification needs to be updated to reflect operational experience and observed 
performance over the last 6.5 years and to include the dramatic change in accuracy resulting 
from the discontinuation of SA. The DOT and DoD are working to revise the specification in 
a manner - _ _ _  that reflects accurate yet consistently obtainable GPS service. The next version of 
(Edition 3) of Ref. [2] is expected to’have been released by-the end of 2000. 

OVERCOMING THE ATMOSPHERE 
With the elimination of SA, the next largest contributor to the GPS positioning error budget 
is the signal delay caused by the Earth’s atmosphere (see Table 2). Since the military 
currently has full access to two signals and frequencies through the PPS, military users can 
correct the ionospheric error by forming a linear combination of L1 and L2 pseudorange 
measurements to mathematically estimate and remove almost all the ionospheric bias from the 
L1 measurements. To compensate for the ionospheric error in limited civilian applications, 
some receiver manufacturers have developed innovative techniques for using components of the 
encrypted Y-code signal to calculate the ionospheric effects. However, to function effectively, 
these so-called “semi-codeless” receivers require a signal-to-noise ratio (SNR) for the L2 signal 
that is considerably higher than the SNR required by a dual-frequency military PPS receiver. 

As a result, although the higher SNR can be achieved in stationary positioning applications, 
many situations preclude effective use of these techniques. For example, when a receiver is 
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in a moving vehicle or ionospheric scintillation is present, the receiver may lose its ability 
to track incoming signals and take several minutes to recover the signal heeded for precise 
positioning. The same is true when the receiver must view satellites through foliage or in 
the presence of multipath signals. As a result, civilian access to additional coded signals will 
enable improved a y r a c y  through ionospheric corrections for dynamic applications even in 
sub-optimal environments with RF interference and multipath (reflected GPS signals). 

As shown in Table 2, the use of C/A-code on the L2 frequency in conjunction with L1 will 
reduce the typical ionospheric error of 7.0 meters to 0.01 meters (1 0). This will result in 
a stand-alone accuracy as low as 8.5 meters (95%) compared with approximgtely 22.5 meters 
(95%) with L1 alone. 

Error Source 

Table 2 
SPS w i t h ~ o ~ d e d c i v i l ~ e q u e n c i e s  

Typical Range Error 
Magnitude 
(meters, la) 

Selective Availability 

Atmospheric Delay 
Ionospheric 

Clock and fiphemeris 
Error 

Receiver Noise 

Multipath 

'Tropospheric 

SPS with SA 
set to zero 

0.0 

7.0 
0.2 

2.3 

0.6 

1.5 

Total User Equivalent I 7.5 
Range Error (UERE) 

Typical Horizontal I 1.5 
DOP (HDOP) 

Total Stand-Alone 
Horizontal Accuracy, 
95% 

SPS with 
two coded 
civil signals 

0.0 

0.1 
0.2 

2.3 

0.6 

1.5 

2.8 

1.5 

8.5 

To implement C/A-code on L2, the GPS Block I1 Replenishment (Block PIIR) satellite contract 
will be revised to direct Lockheed Martin to modify the last 12' Block IIR satellites. N'ew 
earth-coverage military codes on L1 and L2 will also be added to these same satellites, as 
shown in Figure 3. 
- 

ADDING THE TaIRD CIVIL SIGNAL 

During the IGEB's civil signal selection process, it became clear that simply adding C/A-code to 
L2 would not be sufficient to allow its use for civil aviation safety-of-life applications because of 
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Figure 3 
GPS Block IIR Satellites with New Signals 

Figure 4 
GPS Block IIF Satellites with New Signals 

potential interference from existing ground radars that broadcast in and near the GPS L2 band. 
Obtaining an internationally accepted ARNS designation for L2 (necessary for all aviation 
safety-of-life applications) would require that many of these systems would have to be moved 
out of the band. U.S. agencies evaluated this approach, but concluded that the cost would be 
too high. 

Instead, a new wide-band GPS signal offered the best option for civil aviation in the band from 
1164-1188 MHz, a portion of the spectrum that already had an ARNS allocation. However, a 
new allocation, an RNSS (Radio Navigation Satellite Service - space to earth) allocation would 
have to be approved. That new allocation was thought to be attainable, and in May 2000, the 
World Radio Conference approved an RNSS allocation for the frequency band from 1164 to 
1215 MHz. 

The third civil signal at 1176.45 MHz, or L5, will be added to the first Boeing Block IIF satellite 
along with C/A-code on L2 and M-code on L1 and L2, as shown in Figure 4. 

The L5 signal has been specifically designed to improve performance over the current L1 
C/A-code signal in several ways. W power will be increased 6 dB cdmpared to the current 
L1 signal (-154 dBW vs. -160 dBW). This is equally split between an in-phase (I) data 
channel and a quadrature (a) data-free channel which will improve resistance to interference, 
especially from other pulse-emitting systems in the same band as L5 such as Distance Measuring 
Equipment (DME) systems already used for en-route and terminal area air navigation, and 
the military Joint Tactical Information System (JTIDS) used for critical military command and 
control communications. The data-free component of the new signal also provides for more 
robust carrier-phase tracking, which is desirable for many applications. A minimum 20-MHz 
broadcast bandwidth and a higher chipping rate will provide greater accuracy in the presence of 
noise and multipath. Finally, a longer code than the L1 and L2 CIA-codes will reduce system 
self-interference caused by CDMA cross-correlation. (See Ref. [l] for a full discussion of the 
L5 signal.) 

The benefits of multiple ARNS signals in space will be significant. For instance, use of 
dual-frequency L 1 D  avionics will allow direct measurements of ionospheric delays directly by 
avionics equipment on-board aircraft. This will allow seamless global navigation and precision 
approach capability with minimal investment in ground infrastructure by many countries for 

~~ 

. 
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Space-based Augmentation Systems (SBAS). Less reference stations might be required for a 
worldwide SBAS coverage to meet navigational requirements for civil aviation as a result of 
availability of dual frequency avionics. 

The Federal Aviation Administration (FAA) also plans to broadcast L5 from its SBAS known as 
the GPS Wide Area Augmentation System or WAAS. A design for the WAAS L5 signal structure 
has been proposed that is similar to the GPS L5 signal, except that only a single-channel carrier 
will be used (no Q channel), and the data rate will be increased. 

As shown in Figure 5, L5 will be available for en-route navigation across the vast majority of the 
world even if the current worldwide DME infrastructure is maintained. Exceptions are limited 
to portions of the U.S., Europe, and Japan, which have a high density of DMEs. The FAA 
plans to reassign DMEs as necessary to protect L5 use at high altitudes in the U.S. national 
airspace system. At the surface of the earth, where the vast majority of non-aviation users of 
GPS reside, interference to L5 from DMEs is essentially nonexistent, as shown in Figure 6. 

Figure 5 Figure 6 
Interference to L5 Service at High Altitude Interference to ~5 Service at Approximately 

(40,000 Ft) 5,000 Ft And Below 

, 
GROUND CONTROL NETWORK 

Upgrading the operational control segment (OCS) as shown in Figure 7, represents an often 
overlooked but essential component of the overall modernization program. A number of 
improvements are under way that will improve the capability to monitor all signals broadcast 
from the constellation, make the control network more robust, improve the positioning accuracy 
of both the civil and military services, and add new functions that are necessary to control the 
modernized satellites. These improvements include: 

e Upgrading the dedicated GPS monitor stations and associated ground antennas with new 

e Replacing existing MCS mainframe computers with a distributed architecture 

0 Implementing the Accuracy Improvement Initiative (AII), Air Force Satellite Control 

0 Completing a fully mission-capable Alternate Master Control Station (AMCS) at Vanden- 

digital receivers and computers 

Network integration, and full IIR capabilities 

berg Air Force Base 
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0 Adding IIF command and control functionality. 

Total Stand-Alone 
Horizontal Accuracy, 
95% 

Ground Control Segment 

Master Control Station (1) 
Monitor Station (5) 
Ground Antenna (4) 

8.5 6.0 Figure 7 
The GPS Ground Control Network 

Table 3 
SPS and PPS with the Implementation of 
the Accuracy Improvement Initiative 

Error Source 

Selective Availability 

Atmospheric Delay 
Ionospheric 
Tropospheric 

Clock and Ephemeris 
Error 

Receiver Noise 

Multipath 

Typical Range Error 
Magnitude 
(meters, lo) 

SPS with 
two or more 
coded civil 
signals 

0.0 

0.01 
0 2  

2 3  

0.6 

1.5 

SPS and PPS 
with the AI1 

0.0 

0.1 
0 2  

I .25 

0.6 

1.5 

2 0  I 2.8 I Total User Equivalent 
Range Error (UERE) 

Typical Horizontal 1.5 
DOP (HDOP) 

I 

In addition to other operational functions, such as satellite health monitoring and routine 
maintenance, the ground control network determines the ephemeris (orbital position) and 
clock parameters of the satellites in the GPS constellation and uploads these data to the GPS 
spacecraft. In its current configuration, the MCS uses individual “mini Kalman filters,” known 
as partitions, to estimate the orbit and clock errors for each of the GPS satellites as well as the 
clock errors for the monitor site receivers. Updated orbit and clock corrections are uploaded 
to each satellite at least once a day. 

Once atmospheric errors have been eliminated (by the dual-frequency methods discussed 
earlier), ephemeris and clock errors become the largest contributors to the GPS positioning 
error budget. With the current GPS constellation, the clock and ephemeris errors contribute 
approximately 1.8 and 1.4 meters (1 a), respectively, to user equivalent range error (UERE) for 
a combined error of 2.3 meters (1 a), as shown in Table 3. A new technique, called the Accuracy 
Improvement Initiative (AII), is exp~ected to reduce the GPS clock and ephemeris contribution 
to UERE to approximately 1.25 meters. This will be accomplished by incorporating data from 
6 to 14 additional monitoring stations operated by the National Imagery and Mapping Agency 
(NIMA) into a new, fully correlated, single-partition Kalman filter at the GPS Master Control 
Station. This is projected to result in stand-alone horizontal accuracies for all GPS users of 6 
meters (95%) or better. (See Ref. [3] for more information about AII.) 
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GPS BLOCK I11 PROGRAM 
The current GPS modernization efforts should carry the constellation through approximately 
the year 2010 (using up to 12 GPS Block IIF satellites). To meet military and civil requirements 
through 2030, the IGEB has accepted a DoD recommendation to develop a new generation of 
satellites (GPS Block 111) and associated ground control network for use beyond 2010. 

The objective of the GPS I11 program is to deliver a GPS architectural solutions that will 
satisfy the current and evolving military and civilian needs. The DoD is initiating a study in ' 
late summer of 2000 that will examine candidate acquisition and architectural concepts that 
refine and validate the system requirements trade space. For the military, a key requirement 
that will not be met until the Block I11 satellites are in orbit is the need for a higher power 
M-code signal (-138 dBW vs. -158 dBW) to further improve resistance to both intentional and 
unintentional interference in a geographically limited area of operations. 

The GPS I11 architecture study will also address concepts that optimize cost (to include economic 
benefits), schedule, performance, risk, and technology insertion. These concepts will consider 
alternative solutions and interfaces both inside and outside the traditional GPS, including 
interoperability with, incorporation of, and/or utilization of various existing or developing 
military and civil systems. 

IMPLEMENTATION TIMETABLE 

The current schedule for GPS Modernization activities is depicted in Table 4. Using this 
timetable, an initial operational capability for dual-frequency navigation, would occur in 2008, 
which is based on a constellation of 18 properly placed satellites broadcasting C/A-code on 
L2. Similarly, the L5 signal should be available on 18 GPS satellites by approximately 2012. 
Reaching this service level will require the launch of 6 to 12 GPS I11 satellites. Operational 
Control Segment improvements will be carried out in multiple stages from ZOO0 through 2008 
in support of the evolution of GPS IIR, IIF, and Block 111. 

SUMMARY 

GPS is being modernized in order to further improve positioning, navigation, and timing 
capabilities for both civil and military users. The first step in the modernization process, the 
elimination of Selective Availability, will be followed by a series of steps that include: 

The near-term revision of the GPS SPS signal specification 

The addition of C/A-code to L2 and M-codes on both L1 and L2 beginning in 2003 

0 The addition of a third civil signal (L5) designed with aviation and other safety-of-life 

0 Ground Control Network upgrades to improve operational robustness and system accuracy 

0 A GPS Block 111 program to add more power to the military M-code signals and to address 
additional civil and military positioning, navigation, and timing requirements unmet by the 
current program. 

As shown in Figure 8, these actions will improve the stand-alone GPS horizontal accuracy for 
all users from 100 meters to 6 meters or better. For non-dynamic or non-real-time scientific 
and survey applications, centimeter-level accuracies should be achievable more quickly and cost 

users beginning in 2005 
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effectively than is possible today through the existence of three frequency “wide lanes” (L1 
- L5, L1 - L2, and L2 - W) to resolve integer ambiguities in making precise carrier-phase 
measurements. Most importantly, the existence of three spectrally separated civil frequencies, 
when combined with improved signal design characteristics, will significantly reduce the chance 
of unintentional interference to GPS services. 

Activity 

SA set to zero 

GPS IIR Enhancements 
- C/A Code on L2 - M-code on Ll & L2 

GPS IIF Enhancements 
- C/A Code on L2 
- M-code on L1& L2 
- L5 

GPS In Enhancements 
- C/A Code on L2 
- M-code on L1& L2 

- L5 
with greater power 

Table 4 
GPS Modernization Schedule 

Implementation 
Date 

May 2000 

2003 - 2006 

2005 - 2010 

2010 - TBD 

- Future Capabilities 
OCS Enhancements 2000 - 2008 

100 
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80 

70 
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40 

so 
20 
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Figure 8 
Improvements in GPS Accuracy 

The spectral separation of civil and military GPS services through implementation of new 
military signals is an additional improvement. It will provide operational benefits to all users 
of GPS and will help to maintain the system’s dual role as a military force multiplier and as 
a global information utility for peaceful civil use throughout, the globe. The modernization of 
GPS will be a challenging endeavor that will demand the full commitment and dedication of 
the entire military and civil GPS communities. However, given the tremendous potential for 
both civil and military benefits, it will be well worth the effort for future generations. 

REFERENCES 

[l] “Innovation” column, GPS World, September 2000. 

[2] Global Positioning System Standard Positioning Service Signal Specification, 
Second Ed., 2 June 1995.) 

[SI “hnovation?? column, GPS World, June 2000. 
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Questions and Answers 

MARC WEISS (NIST): Could you say something about the jam resistance for civilians in GPS 
modernization? 

MIKE SHAW There are a number of factors that go into jam resistance, and I’m glad you 
used the word “resistance” rather than “prevention.” But, as we look at the power increases, 
on L5 as well as possibly on the other signals, that will certainly increase the jam resistance. 
If you look at the improved bandwidth, if you will, on L5 as well as the code lengths and all 
that, that will again make it more resistant to jam. And just by virtue of fact that you had 
more than one signal certainly improves resistance to jamming or the unintentional interferer, 
as we talked about. 

Again, there is not a way, if you will, to prevent totally the ability for an intentional interferer 
to interfere on any of these. What you’ve got to do is implement backup systems, whether it’s 
through multiple signals coming through GPS; alternative technologies, in particular in the use 
of safety of life; internal reference systems; or other ground radio systems. It’s a combination 
of all that. Does that answer your question? 

WEISS: It answers it. There’s a lot more I would like to know, but it is a good start. 

SHAW There’s a lot more we would all like to know. 

THOMAS CLARK (NASA Goddard Space Flight Center): This is a slight follow-on on the 
last question. You’re showing that in the GPS 111 constellation, that the M-code power will be 
increased. That could very easily become a source of jamming for the civilian users, especially 
if you turn up the M-code by 20 dB. Is that problem being considered in all of this new design 
work? 

SHAW Absolutely. I mean, as we find out in this interesting dual-use system, there’s a balance 
here. What is good for one often affects the other and visa versa. We clearly understand that 
as we increase the power on the M-code, the desire is to increase that power in the theater of 
operations. We would like to minimize, if you will, the impact on the rest of the world that’s 
not in that theater of operations. The problem, of course, is that radio signals don’t necessarily, 
in fact, rarely recognize borders, and so that is a problem with the implementation. Certainly 
as we implement M-code, it complicates just by virtue of the fact they’re on the same signals, 
or it’s the same frequency as the L1 and L2. 

CLARK: Is it the civil or military community that is to be kept in balance? 

SHAW I think it will be a balance between both interests, and it’s my hope that we will make 
the best decision in the nation. How’s that? 

CLARK Sounds like a political answer. 

SHAW But that’s the truth. 

WILLIAM KLEPCZYNSKI (Innovative Solutions International): But Tom, there is no M-code 
on W, so that signal won’t be affected at all. 

CLARK But it affects both L1 and L2. We ultimately rely on L1 band, and L2 or L5 to do 
the ionosphere corrections. Part of the reason I asked. 

SHAW I gave you a political answer, but I also think a very truthful answer. But I also say 
that we know that that’s a very trying issue. Right now, the DoD has been very proactive 
in including the civil community in their acquisition, if you will, of the modernized capability 
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in the GPS 111. I’m going to use a term that I don’t necessarily like to use; it’s called the 
“acquisition program baseline,” which, if you will, is the report card by which we will judge 
success on modernization in GPS 111. One of those issues in there that we’re struggling with, 
even as we speak today, is the term of backward capability. To ensure that as we bring on new 
modernized capability, we don’t unduly, negatively impact the current capability that is there, 
which is what the issue is that you talk about. But in the final analysis, the GPS is a dual-use 
system that is fielded both for national security reasons as well as, I would say, our economic 
security reasons. And we’ve got to achieve an equitable balance between those. We are aware, 
very, very intimately, with the detail that you talked about. 
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With existing information WAAS officially began September 2000 with 2 to 5 Inmarsat-3 GEOS. 
A second C/A will be added to some GPS Sats (BLK IIR/F) at 1176.45 MHz (below GPS L2 of 
1227.6 MHz) for direct Ionospheric Correction Solution in the year 2005(?). EGNOS officially 
begins in the year 2002. EGNOS uses two Inmarsat-3s and one Artemis GEOS (controlled by 
EU + ESA). There are 44 stations in Europe, Africa, and Venezuela. MSAS is expected to 
begin in the year 2003 (controlled by Japan). There are six stations in Japan, Australia, and 
Hawaii. Interoperability between WAAS, EGNOS, and MSAS is expected in the years 2002 to 
2003. 

A more accurate UTC 
Timing Signal 
(*loo ns Gps VS- 4 5  ns for 
WAASEGNOSIMSAS) 

A more robust timing signal 
in noisy environments 

An alternate UTC Timing 
Signal to GPS L1-CIA 
(A WAASIEGNOSIMSAS 
“only” mode) 

HOW TIME AND FREQUENCY CAN BE EXTRACTED FOR 
THE TELECOM TERMINALS 

- Due to the D-GPS corrections 
- If SA is ON, it is removed from CIA 
- Added Ranging Signals with the WAAWEGNOMSAS 

Geo-Stationary Satellites 

- Contrary to GPS, WAASEGNOSIMSAS Geo-stationary lnmarsats 

- This can reduce ambient noise, multi-path, intentional and 

- A 2 ft. DBS can achieve upwards of 16 dB of added noise 

allow the use of a fixed DBS dish aimed at the satellite 

unintentional jamming 

rejection (Pat Fenton - NovAtel) 

- WAASEGNOSIMSAS Systems generate their own L1-CIA GPS 

- Uplink Station Clocks are referenced to UTC via Ground-Link to 

- If position is known through GPS or other surveying means, a 

“look-alike” signals 

USNO 

single WAAWEGNOMSAS lnmarsat Satellite signal can 
maintain Network Sync, independent of GPS Ll-C/A 

So What’s New for Timing/Sync? The WAAS/EGNOS/MSAS capability is designed for 
largehigh-end airborne GPS receivers for civil aviation navigation ($5K to lOK?). There 
are no thoughts given to other users. Making the typical low cost <$loo), small telecom GPS 
timing receiver capable of receiving and processing WAAS will be new. Some of the advantages 
are a more accurate timing signal, greater robustness in noisy environments using low-cost 
commercial DBS dish antennas, and an alternate timing signal in case of GPS CIA loss. Refer 
to Figure 11 for more details. 

ADDED FUNCTIONALITY AND NOISE REJECTION CAPA- 
BILITIES USING THESE SIGNALS FOR TELECOM TIMING 
APPLICATIONS 

There are some additional benefits using the WAAS signal for telecom. First, it provides two to 
three more range signals from the geosync Inmarsats, which improves the timing accuracy by at 
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CONCLUSION 

The WAAS, EGNOS, and MSAS system is a significant step forward in expanding the use 
of the military GPS system to a reliable, certified, civil navigation system. It brings a very 
robust 3a military capability to a 6a and beyond civil system. In the process, the telecorn 
synchronization community is an unintentional beneficiary when the low cost time receivers 
are made WAAS-capable. But more than the improved accuracy in timing for this community 
is the proposed CIA backup, a fallout certainly not contemplated by the very capable WAAS 
systems designers-we thank you. 

ACRONYMS 
WAAS 
EGNOS 
MSAS 
GPS 
CIA 

SPS 
PPS 
SA 
DGPS 
Inmarsat 
WRS 
wus 
GUS 
USNO 
RAIM 
DBS 

p w  

Wide Area Augmentation System (USA) 
European Geostationary Navigation Overlay System 
Multifunctional Transport Satellite Space-Based Augmentation System (Japan) 
Global Positioning System 
Clear (or Coarse) Acquisition Signal 
Precision Code When Crypt0 Keyed 
Standard Positioning Service 
Precise Positioning Service 
Selective Availability 
Differential GPS 
International Maritime Satellite 
Wide Area Reference Station 
Wide Area Master Station 
Ground Uplink Station 
United States Naval Observatory 
Receiver (Remote) Antonymous Integrity Monitor 
Direct Broadcast Satellite 

42 



Questions and Answers 

THOMAS CLARK (NASA Goddard Space Flight Center): Well, I’ll play devil’s advocate and 
ask another unpopular question, Hugo. There’s one jamming scenario you didn’t cover, and 
that is the fact that the Inmarsat satellites are functioning as a bent-pipe repeater with a 6.4 
gigahertz uplink standard C-band satellite uplink. We have had the experience with C-band 
uplinks when Captain Midnight jammed the TV and was able to somehow generate a signal 
on the right frequency and jam things. 

It would seem to me that probably the greatest vulnerability that this type of WAAS system 
faces comes at two different levels. One is that you generate enough uplink signals that spoof 
the WAAS signal, giving you invalid corrections, but still legal WAAS readings. The data 
become invalid. 

The second is that you crank up the power even a bit more. In which case the bent-pipe 
transponder that is sitting there in geostationary orbit now has enough signal to actually capture 
many of the GPS downlinks. This is because of the limited dynamic range that you end up 
with in this type of spread-spectrum situation. So to me, it looks like the most vulnerable part 
of this, not by U.S. Government jamming, which was the scenario that you talked about, but 
malicious jamming, whether from a terrorist or a hacker, lies with 6.4 gigahertz uplink. 

HUGO FRUEHAUF: Okay, very good points. Remember, though, that Johns Hopkins did a 
very detailed study on the susceptibility of the WAAS system as a whole to both smart and 
dumb jammers, and apparently the risk is acceptable. But, of course, your scenario certainly 
can play out. 

CLARK Yes, the Johns Hopkins study was basically a “trust me” type of study of the Inmarsat 
satellites; it was virtually impossible for someone on the ground to generate those powers. But 
that’s where I find fault in this, that I could easily generate a signal that is stronger than the 
normal Inmarsat uplink that’s carrying these things, in which case I can grab the link. 

WILLIAM KLEPCZYNSKI (Innovative Solutions International): That’s true, Tom. But there 
are some things within the architecture of the system which try to prevent that. There are two 
uplink stations to each of the geos, one on the East Coast, one on the West Coast. So there 
would have to be a simultaneous coordinated effort to simultaneously jam both uplink signals 
on the East and West Coast. In addition, the EGNOS signal is also being received in the US, 
too, as a supplement. They also have, within Europe, two uplink stations to the AOR East. 
They would have to simultaneously do that. 

So yes, there are possibilities of doing that, but it might be a little difficult. The other aspect of 
it is that right now the Inmarsat satellites are being used, but that architecture won’t necessarily 
be there in the future. The only thing that probably will stay the same is that the downlink 
frequency will be L1. However, the architecture might change. The uplinks and the satellites 
being used will probably also change in the future. At some point in time, the system will 
evolve and change. 

But yes, for now, for the test, there is that possibility, but I think it’s very small. It would have 
to really be a coordinated effort to do that. 
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Abstract 

In Global Navigation Satellite Systems (GNSS), the on-board time has to be modeled and predicted 
in order to broadcast the time parameters to final users. As a consequence, the time prediction 
performance of the on-board clocks has to be characterized. 

In order to estimate the time uncertainty of the on-board oscillator, a linear or parabolic fit 
is performed over the sequence of observed time difference and extrapolated during the prediction 
period. In 1998 the Centre National d’Etudes, Spatiales (CNES) proposed specifications of orbit 
determination and time synchronization for GNSS-2. The needs of synchronization were specwed 
as the maximum error of the time difherence prediction from the extrapolated fit. 

Using our work about the estimation of uncertainties in time error extrapolation, we have 
translated these time domain specifications into a noise level limit or a n  Alan deviation limit. Of 
course, these limits depend on the main type of noise for integration time of about 1 day and on the 
type of adjustment which is performed (linear for cesium clocks and quadratic for other oscillators). 

A table summarizing these limits is presented. These values are compared to experimental results 
obtained with different types of oscillators (quartz, rubidium, and cesium). 

INTRODUCTION 
In Global Navigation Satellite Systems, the on-board time has to be ‘modeled and 
predicted in order to broadcast the time parameters to final users. As a consequence, 
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the time prediction performance of the on-board clocks has to  be characterized. 

In order t o  estimate the time uncertainty of the on-board oscillator, a linear or parabolic 
fit is performed over the sequence of observed time difference and extrapolated during 
the prediction period, i. e. when the satellite is out of visibility. In 1998, CNES pro- 
posed specifications of orbit determination and time synchronization for GNSS-2. The 
needs of synchronization were specified as the maximum error of the time difference 
prediction from the extrapolated fit. 

The question is then: how is this maximum error related to  the noise levels of the 
clock? Despite several papers deal with this question [l, 2, 3, 4, 51, a new approach 
was chosen here because we are not only interested in the asymptotic trend of this 
maximum deviation, but also in its evolution close to  the interpolated sequence. 

In this paper, we will call Time Interval Error (TIE) the differences between the ex- 
trapolated parabola and the real time deviation ~ ( t ) .  By definition, the TIE  samples 
are then the residuals to  this parabola. However, in the following, we will limit the 
use of the word “residuals” to the differences between the interpolated parabola and 
the real time deviation ~ ( t ) .  

The TIE is due to two effects: the error of determination of the parabolic parameters 
and the error due the noise of the clock. Obviously, both of these errors may be 
positive or negative, and the ensemble average of the TIE is equal to  zero. Moreover, 
it can be easily shown that  the statistics of the TIE is Gaussian. Consequently, we only 
have to  estimate the variance of the TIE in order to completely define its statistical 
characteristics. 

Moreover, the removal of a quadratic fit from the time deviation sequence cancels out 
the non-stationarity problem of very low frequency noises [6, 71, and the variance of 
the TIE  (Le. the “true variance”) converges for all types of noise without considering 
a hypothetic low cut-off frequency. 

In order to determine an estimation of the TIE, we will already redefine the interpo- 
lation method. Then, we will compare the equations giving the theoretical estimates 
of the variance of the TIE  to  simulations and to  real data. 

ASSESSMENT PRINCIPLE OF THE INTERPOLATION AND 
EXTRAPOLATION ERRORS 
Interpolating Functions I 
Rather than performing a classical linear or quadratic fit, we used the Tchebytchev 
polynomials [8,  71: 

where e ( t )  is the noise, i.e. the purely random behavior of ~ ( t ) ,  {@o(t) ,@l( t ) ,@2(t)}  are the 
first 3 Tchebytchev polynomials and the parameters {Po, PI, P2) have the same dimension 
as ~ ( t ) ,  i.e. time. 

~ ( t )  = Po@o(t) + Pl@l(t) + P2@2(t) + e @ ) .  (1) 
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Estimation of the Residuals 

The variance of the residuals u,2 may be estimated by [S, 71: 

Correlation of the Samples , 
Obviously, the long-term behavior of the TIE depends greatly on the type of noise. 
The autocorrelation function R,(t) of the z ( t )  data  contains the information about this 
type of noise. The power spectral density (PSD) S,(f) is the Fourier Transform of the 
autocorrelation function E, ( t) .  

Taking into account fi, the low cut-off frequency and fh, the high cut-off frequency, 
the autocorrelation function may be written [7]: 

R,(tj - t i )  = S,(f) cos [27rf(tj - t i ) ]  df. l: 
We will use the power law model of S,(f): 

(3) 

Calculation Method of the TIE 
By hypothesis, we consider that  the TIE is the difference between the true time devi- 
ation z ( t )  at  time t, and the extrapolation of the parabola (previously estimated from 
t o  t o  tN-l) up to  this time t > tlv-1: 

TIE(t) = x(t) - e o a 0 ( t )  - fl1al(t) - tz@z(t)  and t > tN-1.  (5) 

Thus, the quadratic ensemble average of TIE may be estimated by: 

(TIE2(t)) = ( z z ( t ) )  + ($) @(t) + (F?) @?(t) + (3;) 
-2 [(s(t)?o) @ O W  + ( r ( t ) A )  @l(t) + ( z ( t ) A )  W)]  
+2 [(Foe+ @O(t)@l(t) + ( F o f i z ) @ o ( t ) @ z ( t )  + ( 9 A )  @ l ( t ) W ) ]  . (6) 

Consequently, for each type of noise, we have to  know: 

0 ( z z ( t ) )  = R,(t), the autocorrelation function of z ( t )  ; 

0 the  3 variances ( p ; )  = u& ; 

0 the  3 covariances (pipj) = Cov(Pi,Pj): actually, only (@z) # 0; 

0 the  3 covariances z(t)Pi = Cov (x(t),Pj). ( * >  
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THEORETICAL RESULTS 
Only the final results are given here, but the calculation details are available upon 
request t o  the authors. 

In the following, Tm designates the measurement time, i. e. the duration of the 
interpolated sequence: 

and Tp is the prediction time whose origin is the beginning of the extrapolated sequence 
(and the end of the interpolated sequence). 

T, = N T ~ .  (7) 

Case of a Quadratic Interpolation 
Variance of the residuals 

From (2) we got the following results versus T, = Nro: 

White FM : 

Flicker FM: 

0 Random walk FM: 

All the above equations were obtained under the assumption N >> 1, i. e. T, >> 7 0 .  

Estimation of the TIE using the noise levels 

The theoretical calculation of (6) yields the following variances versus the measurement 
time T, and the prediction time Tp: 

0 White FM: 

0 Flicker FM: 
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0 Random walk FM: 

All the above equations were obtained under the assumption N >> 1. Thus, under this 
assumption, the dependence versus N cancels out: the variance of the residuals only 
depends on the length of the interpolated sequence T,, and the variance of the TIE 
only depends on the ratio 2, whatever the number of samples N is. 

Case of a Linear InterpoIation 
Cesium clocks are not affected by a quadratic drift. If such clocks are used, we may 
limit the fit t o  a linear interpolation. In this case, for long term, the main contribution 
t o  the TIE will be due t o  the error on the parameter PI and then will be lower than 
for a quadratic interpolatian. It is then strongly recommended t o  extrapolate the time 
deviation of a cesium clock from a linear fit. On the other hand, the variance of the 
residuals will be higher because a quadratic adjustment remains closer t o  the time 
data  than a linear one. 

Variance of the residuals 

0 White FM: 

0 Flicker FM: 

0 Random walk FM1: 

All the above equations were obtained under the assumption N >> 1, i. e. T, >> 7-0. 

Estimation of the TIE using the noise levels 

0 Flicker FM: 

'The random walk FM is treated here for homogeneity, but a cesium clock is never affected by this type of noise. 
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0 Random walk FM1: 

All the above equations were obtained under the assumption N >> 1, i.e. Tm >> TO. 

Estimation of the TIE Using the Variance of the Residuals 
The relationships (11) to (13) and (17) to  (19) needs an explicit knowledge of the noise 
levels k,. However, for very-long-term interpolation (several days), we may be sure of 
the  dominant type of noise: the flicker FM for a cesium clock or the random walk FM 
for a quartz oscillator. 

Thus, the variance of the TIE may be directly estimated from the variance of the 
residuals. 

As an example, the variance of the TIE for a random walk FM and a quadratic fit 
may be rewritten from (13) and (10): 

(TIE2(Tm, T,)) M 2 4  

However, such a method is less precise than the use of a correct estimation of the noise 
levels. This is due to the statistics of the estimate of the variance of the residuals (see 
, sect ion " C 0 N F I D E N  C E IN T ERVA L S " ) . 

Relationships With the Time Variance 
The Time Variance (TVAR), and its square root, the Time Deviation (TDEV), are 
commonly used for time analysis [9]. Table 1 gives the relationships between the 
variance of the  residuals u," and TVAR(r) for an integration time T = Tm = Nro. It is 
interesting to  notice that ,  for a given type of noise, the ratio u,~/TVAR(T) is constant. 

EXPERIMENTAL VALIDATION 
Monte-Carlo Simulations 
In order to  verify the equations (11) to (13) and (17) to (19), we simulated time 
deviation sequences of different types of noise (white FM, flicker FM,and random walk 
FM) and we used quadratic and linear fits. For each type of noise, 10,000 realizations 
were calculated with 

0 the  same noise level: IC-2 = 1.4.  10d4s, k3 = 3 . 3 .  or IC-4 = 5.0.  10-l2s-l for the 
quadratic fit, le-2 = 3.5. 10T3s, k3 = 4.8.  or = 3.3. 10-lls-l for the linear fit, 
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q,” 

TVAR(r) 

TDEV(?) 
r e  

d 
.,” 

TVAR(r) 

TDEV(T) 
r e  

2 7 r 2 t L z r  

15 
2 
5 

0.63 

- 

Quadratic interpolation 
3T2k-2T I 7r2 le- 3 9  

T2k-  3 7 2  

9 
2 

3 [271n(3) - 32ln(2)] 
0.30 

35 9 I 24 
1 

4[27ln(3) - 32ln(2)] 
0.51 0.18 

7r4k_4r3 

315 
1 

231 
0.066 

- 

6r4k-4r3 
315 

2 
77 

0.16 

- 

Table 1: Comparison between the Time Variance TVAR(r) and the variance of the residuals u,” for different 
types of noise and for quadratic and linear interpolation. 

0 the same number of data: 65,536, 

0 the same number of data  taken into account for the fit: N = 8640, 

0 the same time of estimation of the TIE: Tm+Tp equals to  (8640, 9900, 11350, 13000, 
14900, 17000, 19500, 22400, 25700, 29400, 33700, 38600,T24300, 50700,58100,65535). 

The noise levels were chosen for getting a variance of the residuals equal to 1. 

Figure 1 shows the curves corresponding to the square root of equations (11) t o  (13) 
and (17) to  (19)compared to  the standard deviation estimated from the 10,000 simu- 
lations. The simulations exhibit a quite good agreement with the theoretical curves. 

The asymptotic behaviors are reached a t  the end of the log-log graphs. The benefits 
of the linear interpolation are obvious. 

Real Clocks (Quartz US0 and Atomic Clocks) 

Figure 2 compares the long-term behavior of a real ultra-stable quartz oscillator (de- 
noted “quartz l” in table 2) to  the bounds given by the estimated standard deviation 
of the TIE (the square root of Equations (11) to (13)). 

The da ta  from the oscillator are time deviations sampled with a sampling period TO = 10 
s, obtained a t  CNES Toulouse (France) with their own reference clocks (Cs H P  5071A 
option 001 and H-maser EFOS-16). 

Allan variance revealed that 2 types of noise must be taken into account: white FM 
(ho = s, i.e. k-2 = 2,5 + s) and random walk FM (h-2 = 1 , 5 .  s-l, i.e. 
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Clock 

Quartz 1 
Quartz 2 
Quartz 3 

R b  1 
cs 1 
cs 2 

u e  UTIE UTIE 
theo. exp. theo. 

(from h a )  
(ns) (4 (ns) 
1.4 7.1 6.2 
9.2 56.5 52.0 
11.0 55.7 59.0 
1.3 6.2 5.7 
1.6 5.5 5.5 
0.5 1.9 1.6 

h-z 1 h-i  TIE 
theo. 

(from ue)  

6.6 
56.0 
59.5 
7.1 
5.6 
3.0 

(4 ( s - l )  L 2.2. 10- 
1.4.10-29 
1.4.10-29 
1.2.10-31 

0 
0 

1.6.10-25 
6.4.10-25 

0 
0 

2.1. 

h0 

(4 
7.5.10-23 

0 
0 

5.3.10-22 
1.5. 
1.1.10-22 

h-i ho r e  n e  UTIE 
exp. theo. exp. 

(ns) (ns) (4 
0 1.5.10-” 2.0 2.1 4.1 

2.1.10-28 1.1.10-22 0.8 0.6 1.5 

(4 

Table 2: Comparison between measured and estim--ted values 
quadratic interpolation. 

UTIE UTIE 
theo. theo. 

(from h a )  (from r e )  

4.6 4.5 
1.4 1.8 

( n 4  (4 
I + 3.0.10-14 

‘Je 

exp . 

(4 
1.4 
9.6 
10.2 
1.2 
1.7 
0.6 

fu ,  a UTIE for several clocks with a 

Table 3: Comparison between measured and estimated values of ue and UTIE for two cesium clocks with a 
linear interpolation. 

k - 4  = 4 .  s - l ) .  Thus, the bounds of Flgures 2 were obtained by using the square 
root of the sum of (11) and (13). This fit was performed over a 24hour  sequence, but 
the interpolated sequence was shifted along the 90hour  data  sequence. At each step 
(ro ~ 1 0 s )  of this shift, the fit was extrapolated over 3.5 hours. The TIE  measured at 
this instant (T, =3.5 hours) was plotted (solid line) and the interpolated sequence was 
shifted again. 

The TIE  bounds of the left figure (dashed lines) were estimated from the noise levels 
as innfgure 2. In the right figure, the TIE bounds were estimated from the variance of 
the residuals, which was calculated at  each step of the shift. In this case, we assumed 
that  the random walk FM was dominant and we used the square root of (20). 

The experimental TIE curves remain generally in the theoretical bounds. The few 
moments where the TIE is outside the bounds is fully compatible with the statistics 
of TIE  (see next section). 

Table 2 shows experimental results obtained with several clocks and a quadratic in- 
terpolation. The noise levels were estimated from Allan variance measurements. This 
table compares “u, exp.? 
the estimate of ne obtained from the square root of ( 8 ) ,  (9), (10) and the noise level 
coefficients. 

This table compares also ‘‘VTIE exp.? the measured error between the parabola ex- 
trapolated over 3.5 hours and the real-time deviation of the clock at  this instant, with 

the standard deviation of the residuals, with (‘6, theo.7 
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“oTIE theo. (from k,)” estimated from the square root of (11)) (12), (13)) and with 
“UTIE theo. (from o,)” estimated from the square root of the expression using the 
variance of the residuals such as (20). 

Table 3 shows the same type of results but limited to  the cesium clocks and with a 
linear interpolation. 

Here also, the agreement between measurements and estimates is quite good. 

On the other hand,Table 2 and 3 confirm that  the standard deviation of the residuals 
is higher for a linear interpolation than for a quadratic one, whereas it is the opposite 
for the standard deviation of the TIE. 

CONFIDENCE INTERVALS FOR THE INTERPOLATION AND 
EXTRAPOLATION ERRORS 
Figure 2 shows that  the real TIE may be outside the bounds of the estimated (;TIE. 

Thus, it is important t o  know the probability for the real T IE  to  be inside or out- 
side these bounds. Moreover, it may be useful to  improve the TIE bounds by using 
confidence intervals. This may be achieved by studying the statistics of the TIE. 

We want to  obtain a coefficient cp ensuring the following confidence interval: 

-cp .&IE  < TIE(Tm, TP) < +cp . &TIE with ,B% of confidence. (21) 

By definition, cp follows a Student distribution with v degrees of freedom [lo]. Con- 
sequently, for,building the confidence interval (Zl), we have to  use the Student coeffi- 
cients for cp. These coefficients are given in tables [lo]. 
However, it is then necessary to  know the number of degrees of freedom of the Stu- 
dent distribution, or, and this is equivalent, the number of degrees of freedom of the 
x2 distribution followed by (TIE2(Tm, Tp)). Obviously, this number depends on how 
(TIE2(Tm,Tp)) is estimated, i. e. from the variance of the residuals or from the noise 
levels k,. 

Estimation From the Variance of the Residuals 

Equation (20) shows that  (TIE2(Tm,Tp)) is the product of a random variable 8: by a 
constant number. Thus, the distribution of (TIE2(Tm,Tp)) is the same as the distribution 
of $2, i. e. a x2 distribution. 

From Monte-Carlo simulations, we observed that the degrees of freedom of the distri- 
bution of 8: only depend on the type of noise but, curiously, neither on the number of 
da ta  N ,  nor the sampling period ro. 

We measured the following degrees of freedom v for the x2 distribution of 8: : 

0 White FM: v M 8; 

0 Flicker FM: v M 3; 

0 Random walk FM: v M 2. 



Table 4: Degrees of freedom of 6; and $TIE,  and confidence coefficients cp for 70% and 95% versus the types 
of noise [IO]. 

Therefore, the cp Student coefficient must be chosen with these degrees of freedom, 
according to  the type of noise. Table 4 gives these coefficients for a 70% confidence 
interval (10) and for a 95% confidence interval (20). 

Large Estimation From the Noise Levels 

In this case, the degrees of freedom of (TIE2(T,,Tp)) are equal to  the ones of the esti- 
mated noise level 1, and then depend on the accuracy of its estimation. For instance, 
if was estimated by using the Allan variance, its degrees of freedom depend on 
the length of the sequence and on the number of sample used by the Allan variance 
[ll, 121. If this sequence is long enough, the degrees of freedom may be much greater 
than the values obtained from the variance of the residuals. The degrees of freedom 
have to  be estimated at  each noise level measurement [ll, 121. 

Therefore, if the noise levels are precisely determined, the estimation of  TIE is far 
better by using this method than from the variance of the residuals. 

CONCLUSION 
The first application of this work may be the selection of clocks according to  their time 
stability performances. We may fix a limit for the maximum acceptable 6, and TIE  
for a given interpolation sequence and extrapolation time. Let us consider that  for 
an interpolated period Tm=24h and for an extrapolated time Tp=3.5h, we fix : 6, <2.1 
ns and TIE<5ns. The use of Equations (8) to  (13) allows us to  translate the above 
specifications into specifications on the noise levels ka (for instance, for a random walk 
FM, these specifications become k - 4  < 3.7 10-33s-1). Furthermore, these specifications 
may be translated again in term of Allan variance over 1 day (in the case of the 
random walk FM, it yields a,(24h) < 3 .  10-13). Thus, we can obtain a very simple 
criterion by using the Allan variance, ensuring that the specifications for 0, and TIE 
will be respected. 

Besides the interest of this method for navigation satellite systems, it may be used for 
defining a new method for very-long-term stability analysis. 

A clock may be continuously measured during a few days (e.g. a time deviation 
measurement with a sampling period of 1 minute during 10 days). From these data,  
the noise levels of this clock could be precisely determined and a quadratic fit could 
be carried out. Thus, if the clock is continuously running in the same conditions, it 
could be possible to  extrapolate the difference of this clock with the parabolic fit after 
a few months or ‘ 1  year. 
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This analysis could be helpful to  low-accuracy purposes of time keeping, for instance 
for industrialists who periodically send their clock to an accreditation laboratory, or 
for applications which need a large autonomy. 

REFERENCES 

[l] J. A. Barnes et al.,“Characterization of frequency stability:? IEEE Transactzons on 

[2] D. W. Allan, “Time and frequency (time-domain) characterization, estimation, 
and prediction of precision clocks and oscillators,” IEEE Transactzons on Ultrasonzcs, 
Ferroelectrzcs, and Frequency Control, UFFC-34( 6) :647-654, November 198 7. 

Instrumentatzon and Measurement, IM-20(2): 105-120, May 1971. 

[3] L. G. Bernier, “Linear prediction of the non-stationary clock error function,?’ 

[4] L. Di Piro, E. Perone, and P. Tavella, “Random walk and first crossing time: 
Proceedzngs of EFTF 98, pages 388-391, Warsaw, Poland, 

Proceedzngs of EFTF 88, pages 125-137, Neuchiitel, Switzerland, March 1988. 

applications in metrology:’ 
March 1998. 

[5] A. Lepek, “Clock prediction uncertainty,” In Proceedings of EFTF 98, pages 205-208, 
Warsaw, Poland, March 1998. 

[6] J .  E. Deeter and P. E. Boynton,<‘Techniques for the estimation of red power spectra. 
I. Context and methodology,”\Tlae Astrophyszccal Journal, 261:337-350, October 1982. 

[7] F. Vernotte, J. Delporte, M. Brunet, and T. Tournier,‘Wncertainties of drift coef- 
ficients and extrapolation errors: Application t o  clock error prediction:) Metrologza, 
2000, submitted. 

[8] F. Vernotte, J .  Delporte, M. Brunet, and T. Tournier,“Estimation of uncertainties 
Proceedzngs of the 31st PTTI ,  pages 305-316, Dana in time error extrapolation,” 

Point, California USA December 1999. 

domain characterization of clocks and time and frequency distribution systems,” 
Proceedzngs of the 45th IEEE Frequency Control Symposzum, pages 667-678, May 1991. 

[9] D.W. Allan, M.A. Weiss, and J.L. Jespersen,“A frequency-domain view of time- 

[ lo]  G. Saporta. Probabzlzte‘s, analyse des donne‘es et statzstzque. Editions Technip, Paris, 1990. 

[ll] P. Lesage and C. Audoin, “Characterization of frequency stability: uncertainty 
due t o  the finite number of measurements,” IEEE Transcactzons on Instrumentatzon and 
Measurement, IM-22(2):157-161, June 1973, See also comments in IM-24 p. 86 and 
correction in IM-25 p. 270. 

[12] D. A. Howe, D. W. Allan, and J .  A. Barnes,“Properties of signal sources and 
Proceedzngs of the 35th IEEE Frequency Control Symposzum, pages 

ISBN 2-7108-0565-0. 

measurement methods,” 
A25-A35, Philadelphia, PA, USA, May 1981. 

55 



Figure 1: Comparison of the estimation of the standard deviation of the TIE calculated from the equation 
(ll), (12), (13), (17), (18), (19) (solid lines) and estimated over 10000 realizations of simulated noise for 
a quadratic interpolation (0, x ,  and 0 )  and for a linear interpolation (*, 0 and +). In order to use the 
same scale, the noise levels were defined in such a way that the variance of the residuals is equal to one 
(IC-2 = 1.4.  10-4s, k-3 = 3.3 loF8 and k-4 = 5.0. 10-12s-1 for the quadratic interpolation, IC-2 = 3.5. 10-3s, 
k-3 = 4.8. and k-4 = 3.3 . 10-lls-l for the linear interpolation). The error bars corresponding to 
the estimates of the simulated noises are too small to be plotted on this graph. The right plot shows the 
differences between the theoretical curves and the simulation points: the larger error is equal to 5% but most 
of them are below 1%. 
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Figure 2: Estimation of the TIE for an ultra-stable quartz oscillator. The fit was performed over a l-day 
sliding window. The TIE was measured 3.5 hours after the fitted sequence (solid line). The TIE bounds 
(dashed lines) were estimated from the noise levels (left) or from the variance of the residuals (right). 
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Abstract 

In  recent work, comparisons were made between the primary frequency standards at the National 
lnstitute of Standards and Technology (NIST) and the Physikalisch-Technische Bundesanstalf (PTB) 
using duabfrequency geodetic receivers that meusure the phase of the GPS carrier relative to the local 
standard. In this work we report on studies of the effects of data analysis lengths, bias vs. non-bias 
fixing, and troposphere estimation on the final solution. This was done in an effort to determine 
the e$ect of data merging routines and atmospherk modeling on these comparisons. Initial results 
indicate that these e$ects currently contribute to the error budget at parts in 1015. We also show 
initial results using two different analytical software packages for the NlST/PTB baseline. This 
analysis was made in a n  e$ort to lower the overall error budget of the comparison technique. 

INTRODUCTION 

Our previous work has shown that it is possible to compare fiequency standards at a few parts in lOI5  using 
the GPS carrier phase technique [I]. However, we found that as we merged consecutive data series a 
frequency change appeared. This prompted us to investigate possible reasons for this rate difference. In this 
paper we investigate errors that mixing cross-correlating and non-cross-correlating receiver data in our 
network produces in the analysis. Also, we present the differences between the bias and non-bias fixed 
solutions, and look at the troposphere estimation to see what effect that has on the network solution. Initial 
results comparing two different software analysis packages are also presented. 

CROSS-CORRELATING AND NON-CROSS-CORRELATING RECEIVER DATA 

In our initial comparisons of NIST and PTB fiequency standards we used both cross-correlating and non- 
cross-correlating receiver data in our network analysis. Figure 1 shows the results of making all the receiver 
data in our network non-cross-correlating. This change was made because of the way different receivers deal 
with the Pl-Cl bias [2]. Over two runs of 3.5 d comparing the hydrogen maser at PTB, called H2(PTB), 
and UTC(MST) we see a maximum difference of approximately 750 ps, largely near the start and stop times 
of the run. The difference in the two solutions is a few parts in 

* U. S. Government work not protected by U. S. Copyright. 
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Figure 1: Differences between the HZ(PTB)-UTC(NIST) network solution when using cross-correlating and 
non-cross-correlating receiver data. The black lines iadicate a network using both data types. The gray lines 
represent the completely non-cross-correlating data type analysis. The analysis is performed using the 
GIPSY software package [3], indicated by the G in the series key. 
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Figure 2: W(PTB)-UTC(NIST) for solutions of 3.5 d. The black line with dots uses the estimated position 
of PTBl entered as the a priori value. The gray line uses the original 8 priori coordinates for all stations. 
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Using the all non-cross-correlating data format we also compared solutions when we entered the final 
estimated coordinates of PTB back in as the a priori values. Figure 2 shows the differences in the solution 
made by changing the position according to the estimation results. Once again in the short term the structure 
is consistent, but over the length of the data span there are differences on the order of parts in 

LENGTH OF DATA RUN 

To investigate why there is a sistllficant differmce in the fkequency we looked at the length of data that we 
processed in each analysis. Figure 3 shows the differences in the solution when we processed each day 
separately, compared to the solution with the 3.5 d run. In the short term things are similar, but in the long 
term there are differences of parts in Figure 4 shows the differences between runs of 1 and 1.5 days. 
These solutions also have significant frequency differences, even though the data spans differ by only half a 
day. From our previous work [ 11, it is also important to note the overlap regions of the data runs and the 
sjgnificantly different slopes there as well. It demonstrates the importance of determining exactly how the 
data are going to be merged together to form a multi-day solution, and why merging can contribute to a rate 
offset. 
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Figure 3: H2(PTB)-UTC(NIST) 1 d vs. 3.5 d run. The black line is the run of 3.5d. The gray lines are the 
runs of Id, over the same time period. 
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Figure 4: H2(PTB)-UTC(NIST) 1 d vs. 1.5 d runs. The black dots are the runs of Id. The gray lines are the 
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BIAS AND NON-~IAS FIXING 

1 -  

Our analysis also showed a significant difference in ftequency between the bias and non-bias fixed solutioqs. 
Bias fixing is when we attempt to resolve the ,mbiguities, or integer number of cycles in the carrier phase 
observation, to a more accurately measure the range. If bias fixing is not performed we do not completely 
determine the unknown number of internal cycle slips, or loss of lock conditions, in the receiver. Figures 5- 
7 show the differences in the bias and non-bias fixed cases for the runs of3.5 d, 1.5 d,and 1 d. 'here are 
significant differences between the lengths of the various data runs and the ways in which the ambiguities 
are being resolved. The solutions differ by parts in 
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TROPOSPHERE ESTIMATION - 

We also looked at the troposphere estimation parameters to determine their effects. We found them to be 
less than a part in 10” over the 3.5 d interval and the shorter 1.5 d intervals, as shown in Figures 8 and 9. 
They do not appear to be the cause of the frequency change of the final solution. 

[-G 5164861651.5 -G 5164861651.5nobOp~ 

Figure 8: Solutions for the run of 3.5 d with and 
without troposphere estimation. The ‘black dotted 
line is with troposphere estimation. The gray line 
is without troposphere estimation. 
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Figure 9: Solutions for runs of 1.5 d with and 
without troposphere estimation. 

DIFFERENT SOITWARE l S ~ ~ ~ ~ ~ ~  

In order to determine whether the rate change might be due to our processing technique we also explored the 
use of a different analytical software package, Bernese [4]. We performed the analysis on a daily basis using 
both the GIPSY and Bernese software packages. Figure 10 shows the differences between the two solutions 
for H2(PTB)-UTC(NIST) for both analyses. Days 5 1648,5 1649, and 5 165 1 all show differences of parts in 

with the biggest differences at the endpoints of the analysis. On the third day, 5 1650, we found that 
the solutions had almost the opposite slopes. We are not yet clear why this is the case for this day, but first 
indications are that it might be in the differences in ambiguity resolution. Figure 11 shows the differences in 
the bias and non-bias fixed GIPSY solution and the Bernese solution. We are continuing to investigate the 
differences in the solutions. 
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indicated by G, and the Bernese solutions by B. 
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CONCLUSIONS 

We have shown that some of the frequency dBerences are dependent on the length of the data 
series that is processed. The longer the data series the smoother the results. We have also shown 
that differences made by the bias fixing process significantly affect on the rate regardless of the 
length of the data series, and that the rate offset depends on the analysis procedure used. We 
have determined that the troposphere estimation is not a significant source of error. We plan to 
continue our investigation of the reason for these frequency changes in hopes of reducing the 
uncertainty to less than parts in io? 
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Questions and Answers 

DEMETRIOS MATSAKIS (USNO): A few months ago, I heard a paper, and I think you-did 
too, by Rolf Dach. I know he’s talking next and will probably be repeating some things. I 
might be stealing some of his fire. He found there was a correlation between the position 
error and ambiguity-fixing that could result in funny things like you are seeing there. Have 
you looked at the actual values for the parameters you’re getting? 

LISA NELSON: Actually, because of such initial data, I haven’t had a chance to look at all 
that yet. But yes, I am aware of what he’s worked on. I just haven’t gone through to check 
all this recent stuff out with that. 

THOMAS CLARK (NASA Goddard Space Flight Center): I presume that this is all dual- 
frequency data. Did you assume the receiver offset between L-1 and L-2 was constant between 
these days or was that a solved-for parameter? 

NELSON. I’m not sure about that; I would have to look. 
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Abstract 

livo Geodetic Time Transfer terminals (GeTT) were installed at  the Physikalisch-Technische Bun- 
desanstali (PTB), Braunschweig, Germany and at  the U.S. Naval Observatory (USNO), Washington, 
DC. The receivers store GPS Carrier Phase (GPS CP) data as well US GPS Pseudorange (GPS PR) 
observations from both frequencies. This time and frequency transfer experiment over the Atlantic 
has now been running for more than 2 years. Comparisons of the results from our GPS-based time 
series with other, independent methods like Common View (CV) and livo-Way Satellite Time and 
Frequency Transfer (TWSTFT) allows one to study the long-term stability of these techniques. 

The analysis of GPS data gives di8erences befween fwo clocks with a high sampling rate (300 
seconds or even less). Therefore, GPS permits the possibility of comparing fwo clocks nearly 
continuously over intercontinental distances. 

High-quality GPS products, e.g. satellite orbiis, are necessary to get good resulfs for the clock 
estimation. We will compare the time transfer resulfs using the final and the rapid products from the 
Center for Orbit Determinafion in Europe (CODE), one of the analysis centers of the International 
GPS Service (IGS). Using the rapid products the time transfer results are available a t  approximately 
1800 UT the day after the observations. The final solution is usually available I week later. 

INTRODUCTION 
The Astronomical Institute of the University of Berne (AIUB) is operating the Center for Orbit 
Determination in Europe (CODE) which is one of the analysis centers of the International GPS 
Service (IGS). CODE routinely analyses a global network of GPS stations to produce improved 
orbits, Earth orientation parameters, ionosphere models, station coordinates,/usnovelocities, as 
well as additional results for geodetic and other applications. Since summer 1998 a small 
subnetwork of stations is processed separately in the framework of a time transfer experiment 
(see Figure 1). The procedures used in this experiment are focusing on the estimation of 
receiver clocks using all available code and phase observations. The network has currently 
produced a time series of time transfer data of more than 2 years. 
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The network includes two special Geodetic Time Transfer terminals (GeTT) developed at the 
Swiss Federal Office of Metrology (OFMET) - see [l] for more details. They are located at 
the Physikalisch-Technische Bundesanstalt, Braunschweig, Germany (PTB; the GPS station is 
named PTBA) and at the U.S. Naval Observatory, Washington, DC (USNO; the GPS station 
is named USNB). These terminals are based on the geodetic Ashtech Z-XI1 receiver. These 
receivers provide not only the code measurements on both frequencies, but also the carrier 
phase. For time transfer purposes, the receiver is driven directly by an external clock. All 
electronic equipment is installed in a thermostatic box together with the receiver itself. This 
design should minimize the influence of temperature changes in the laboratories on the time 
transfer results. [2] 

ANALYSIS STRATEGY 

For the time transfer solution we presently use the Bernese GPS Software, Version 4.3. The 
general analysis steps are: 

1. Double difference solution for the network to get coordinates and troposphere information 
2. Data screening of the zero difference files 
3. Phase and code observations are taken for the time transfer (network) solution. 

A more detailed description is given in [3]. 
Because of the high correlation between the station height, troposphere estimates, and clock 
parameters only observations to satellites with an elevation angle of more than lo" are used 
for the analysis (see [4]). The data received from satellites with low elevations are more noisy 
and the occurrence of multipath becomes more probable. Therefore, we use an elevation 
dependent weighting of the data. These basic analysis options have never been changed since 
the beginning of the transatlantic time transfer experiment. 

Since May 2000 (MJD 51670) the routine processing at CODE is running on an new operating 
system. In the course of the transfer of the processing, some new software options were 
implemented to improve the time transfer results. The most important changes concerning the 
time transfer solution are: 

a Improved data screening 
a A priori values for the receiver clocks can be introduced 

Overlapping sessions are processed to get the possibility for concatenation of the daily 

Additional time transfer solution based on the CODE rapid products. 
solutions. 

RESULTS 
Continuous Time Transfer Results 
The noise behavior of the pseudorange observations may cause discontinuities between consec- 
utive time transfer solutions. For daily solutions they can reach a magnitude up to 1 ns at the 
day boundaries (see Figure 2). To get a continuous series of time transfer results, we propose 
to use all data twice: in a first session (computing batch) from 000 UTC until 24:00 UTC 
of the day and in a second session from 1200 UTC to 12:oO UTC of the next day. The 
overlapping periods may be used to estimate and remove the day boundary discontinuities. 
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After this concatenation of the individual session solutions, the GPS CP time transfer results 
constitute a nearly continuous series of time differences. The only remaining discontinuities 
stem from gaps in the data. Figure 3 shows the improvement of the Allan deviations caused by 
the concatenation of the time transfer results from the individual computing sessions. Because 
the receiver clock values are not corrected with local measurements, only the difference between 
the two curves in the diagrams can be interpreted - both curves contain, therefore, in addition 
the characteristic of the GPS receiver clocks. The improvement is nearly independent from 
the length of the baseline. 

Comparing the concatenated GPS CP time transfer results with the results from TWSTFT, 
the scatter of the differences becomes smaller than the scatter of the differences between the 
non-concatenated GPS CP and the TWSTFT results. In both diagrams of Figure 4 a jump at 
MJD 51714 is visible when the antenna cable at USNB was changed. Another event shows 
up in the concatenated result only: a small jump in the order of 2 ns at MJD 51764. At this 
epoch the temperature stabilization electronics of the GeTT in USNB failed - the temperature 
dropped from 15°C to 4°C (e-mail 19 September ZOO0 from E. Powers, USNO). The magnitude 
of the jump can be explained with the calibration results of the temperature dependence of 
the receiver in [2]. 

Time Transfer Results Using CODE Rapid Products 
Time transfer using GPS CP gives time differences with a high sampling rate and a high precision. 
Therefore, a large amount of data has to be transfered and analyzed (four measurements each 
30 s to usually 6 to 10 satellites). This is done in a postprocessing mode. If the final orbits 
from one of the IGS analysis centers are used, it takes about 1 week from the measurement 
until the time transfer results are available. The CODE rapid orbits are available the day after 
the observation and have nearly the same accuracy as the CODE final orbits [SI. The time 
transfer solutions based on the CODE rapid orbits should, therefore, have nearly the same 
quality as those based on the final orbits. 

Since May 2000 the time transfer network of Figure 1 is also processed the day after the 
observations based on the CODE rapid products. The time transfer results are available 
usually before 18 UTC of the day after the measurement. The overlapping sessions are also 
computed for rapid product. The processing is running in a completely automatic mode without 
manual interactions. The results have roughly the same accuracy as the final solution. This is 
confirmed by the Allan deviations for the rapid as well as for the final time transfer solutions 
based on 4 months of data (see Figure 5). Independent from the length of the baseline only 
small differences between the two solutions may be observed - even for the intercontinental 
baseline USNBAPTBA. This is essentially due to the high quality of the CODE rapid orbits. 

COMPARISON WITH OTHER METHODS 

From the beginning of this transatlantic time transfer experiment in summer 1998 until May 
2000, neither the hardware installation on the sites nor the analysis strategy has been changed. 
Because the Ashtech receivers do not show any internal clock resets a continuous series of 
time transfer results between USNB and PTBA is available. This experiment offers, therefore, 
a good possibility to study the long-term stability of the GPS CP method in comparison with 
other time transfer methods. 

In the Figure 6 the differences between the time transfer results from GPS CP and TWSTFT 
until September 2000 are shown when the GeTT terminal in Braunschweig was switched off and 
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shipped back to the OFMET for maintaintance and calibration purposes. All differences are 
smaller than 4 ns - the standard deviation of the difference is 2 ns. Some systematic behavior 
may be observed in the plots. It can still not be explained, but it is also not significant. A 
correlation with the outside temperature - the GPS antennas are not temperature controlled - 
could not be found [GI. 

The differences between the GPS CP time transfer solution and the Circular T values - see 
Figure 7 - are of the same ordei of magnitude, but with an increased scatter. The evident jump 
of about 9 ns at MJD 51364 is explained by a changed ionosohere modeling in the Circular T 
computation from this date onwards (see [7]). For the time difference between UTC(USN0) 
and UTC(PTB), this change of the analysis model resulted in an offset of 9 ns (e-mail 10 
January 2000 from G. Petit, BIPM). 

A reprocessing of the 2 years from the beginning of the experiment until May 2000 is planned 
in order to generate a concatenated time transfer solution over the full period of observations. 
The comparison between the GPS CP and the other methods may then reveal more details on 
possible systematics in the differences between the results. 

CONCLUSIONS 

The time transfer using GPS CP is a very powerful method for clock comparisons. A network 
of about 15 stations in Europe and North America is processed at AIUB every day. Two of 
the stations are equipped with special G e m  terminals developed at OFMET. 

Since May 2000 it is possible to concatenate the daily time transfer solutions to a continuous 
time series. This time series shows an improvement in the comparison with other time transfer 
methods such as TWSTFT. Independent from the length of the baseline, an improvement in 
the Allan deviation can be observed. 

Because of the high quality of the rapid orbits from CODE the time transfer results based on 
the rapid orbits have nearly the same quality than the time transfer solutions based on the final 
CODE products. The rapid solution is available less than 18 hours after the last observation 
of a day, whereas the latency for the final solution is nearly 1 week. 

live years of data were collected with the GeTT terminals at USNO and at PTB without any 
changes in the hardware configuration or in the data analysis parameters. The acquired time 
transfer series is, therefore, very homogeneous. The differences to the results from TWSTFT 
have a standard deviation of about 2 ns. The differences to the Circular T values are a slightly 
more noisy and show a standard deviation of 3 ns. 
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Figure 1: Geographical distribution of the stations in the network for the clock solution. 
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Figure 3: Allan deviations based on four months of time transfer solution using GPS CP for the 
original and the concatenated results for different baselines in the network. 
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Questions and Answers 

DEMETRIOS MATSAKIS (USNO): I wonder if you could just clarify - maybe I misunderstood - 
earlier in the talk, I thought you had said that concatenating your results made things a little 
worse when compared to two-way. Is that right? In your conclusions, I, thought you said that 
it made things a little better. This is comparing concatenated results with single-day results. 

ROLF DACH We could see an improvement. The difference was the two-way looked more 
systematic. The reason for this is one we don’t have. 

MATSAKIS: Which is better, of the two of them? 

DACH: These are the concatenated results. Okay, these are smoother. But in this version 
you can see, for instance, this nanosecond jump. If we put it together, then the maximum 
and minimum values are smaller. But if you look at this blue part, then the maximum and 
minimum results are the same. But it comes from another epoch. The points between the 
maximum and minimum values look more systematic. We plan to recompute the 2 years of 
this experiment in a way that we can do a concatenation over the 2 years. Then we can see if 
we can really find systematic results. We can then look where it comes from, and hopefully it 
will be smoother over all this time. 

But from this, it’s hard to say. It became better this hour by 10 points, and the statistic from 
10 points is nothing. 

MATSAKIS: Okay, smoother is not better. Let me correct what I said. 

DACH: Therefore, I would not say that this is better or this is better because in comparison 
to two-way, we have about 30 comparison points in these 4 months and not more. But I’m 
very encouraged from the deviation to do this reprocessing. 

DAVID HOWE (NIST): Have you ever run a T-Dev statistic on that nice, very long run of 
data that you had toward the end? 

DACH. Yes, we did all the 3-day solutions. Here we have the 1-day solutions. Then we can 
find, for instance for a 3-day solution, that they are through these 1-day solutions. The jumps 
between the end and the beginning of the next 3-day solution btcome smaller. This can be 
explained if this is a question of the behavior of the pseudo-range noise on this day. 

So if you have a 3-day solution, then you have a mean of the pseudo-range noise behavior of 
these 3 days. If you have a longer time span, the jumps between the solutions become smaller. 
But 3 days of time transfer doesn’t mean three times computing time, but much more. 

HOWE: The question was really motivated to see whether you had a statistical summary using 
the time deviation statistic for that long run of data. 

DACH: I have to look at the data again. 

HOWE: Yes, underlying both yours and Lisa’s talk, obviously, is that the mean is changing as 
a function of the length of the data set. T-Dev will allow you to interpret some of that, since 
it’s a broad band spectral analysis. That was the reason for my question, and it might be very 
useful to run those data through that statistic. 

DACH. I believe this loss over the different lengths of the computing figures is the same, the 
noise behavior of the pseudo-range. I hope this is right. 
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Abstract 

The U.S. Naval Observatory (USNO) is tasked to provide the Global Positioning System (GPS) with 
a reliable and stable reference to UTC(USN0). This is accomplished using GPS Precise Positioning 
Service (PPS) timing receivers with a UTC(USN0) reference input. The USNO monitors GPS Time 
from all available healthy satellites. On a daily basis, the GPS Time correction, based on the entire 
consteUation with respect to UTC(USNO), is determined and provided to the GPS Master Control 
Station (MCS) 2nd Satellite Operations Squadron (2 SOPS) at Schriever AFB in Colorado. 

The USNO’s GPS PPS operations have been limited to a single-channel receivel; which only 
allows tracking of one satellite at a time. Since February 2000, the USNO has been evaluating 
a 12-channel GPS PPS timing receiver, based on the GPS Monitor Station receiver. The unit is 
capable of tracking P(l’)-code and removes the effects of Selective Availability (SA). This paper 
describes the various tests conducted, the receiver’s pedormance, and expected improvements to the 
USNO GPS PPS operations. 

INTRODUCTION 

The Master Clock of the U.S. Naval Observatory (USNO) is the official time reference of the 
United States as designated by the Joint Chiefs of Staff (JCS) Master Navigation and Timing Plan 
(MNTP) and the joint Department of Defensemepartment of Transportation Federal 
Radionavigation Plan (FRP). The Department of Defense (DoD), most civilian government 
agencies, and private industry rely on the USNO Master Clock for their source of precise time. 
As part of the USNO timekeeping mission, the USNO serves as the precise time reference for the 
Global Positioning System (GPS). 

~- 

The USNO measures the GPS time offset relative to the USNO Master Clock located in 
Washington, D.C. using specialized monitor station GPS timing receivers. These measurements 
are analyzed and sent daily to the GPS control segment, which then steers the GPS time scale to 
the DoD Master Clock at the USNO [l]. Over the last 5 years, the GPS time scale has been 
maintained to within +/-20 nanoseconds of UTC(USN0). 

Currently the USNO uses STel 5401C GPS P(Y)-code timing receivers to monitor the GPS time 
offset. These receivers are based on a single satellite tracking, dual-frequency, P(Y)-code 
receiver that was developed in the mid 1980s. Because this receiver has only a single tracking 
channel, a tracking schedule must be used to ensure complete coverage of all GPS satellites. The 
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internal time-interval counter in these receivers has a resolution of only 9 nanoseconds. 
Therefore, to improve the precision of the measurements, an external counter with a resolution of 
1 nanosecond is used. Also, the receivers are not GPS 1024 week number rollover-compliant. 
When the GPS week number rollover occurred, the receivers began displaying 6 January 1980 
and the date in the receiver data record was incorrect. The USNO overcame this problem by 
simply correcting the epoch of the data before processing. 

Due to the age and technical limitations of the STel 5401C receivers, it was apparent that a new 
state-of-the-art GPS time monitor receiver would have to be developed. The USNO requirements 
for the next generation time monitor receiver included P(Y)-code tracking of all GPS satellites in 
view on both L1 and L2 frequencies under all conditions of Selective Availability (SA), and 
providing the raw broadcast parameters, as well as code and carrier-phase measurements. In 
addition to tracking improvements, a modern all-digital design would have to provide sub- 
nanosecond time-interval measurements for improved long- and short-term stability. The 
receiver would also require stability to within 1 nanosecond over a temperature range of +/- 5 
degrees centigrade. 

REqEIVER DEVELOPMENT 

In January 1998, Allen Osborne Associates (AOA) was contracted to develop a prototype 
receiver according to the USNO requirements [2]. Based on the Jet Propulsion Laboratory (JPL) 
Rogue family of Geodetic receivers, AOA's new BenchMarWTurboRogue geodetic GPS receiver 
with Advanced Codeless Tracking (ACT) technology and the AOA GPS Monitor Station 
Receiver Element (MSRE), the TTR-12 Security Module (SM) time monitor receiver was 
developed. The prototype was delivered to the USNO in August 1999 for test and evaluation. 
After months of testing, which included returning the receiver to AOA for modifications, it was 
apparent that the new receiver would be able to fulfill the requirements for a new USNO GPS 
time monitor receiver. Therefore, the USNO awarded AOA a contract to build four production 
models, which were delivered by May 2000. However, as of December 2000, the receivers were 
not in their final state. 

The TTR-12 receiver tracks up to 12 GPS satellites simultaneously and provides all six code and 
carrier observables, whether the P-Code encryption (Anti-Spoofing) is on or off. It outputs 
carrier-phase and pseudo-range measurements derived from L1 -CIA, Ll  -P(Y), and L2-P(Y) code 
with full carrier wavelength. The ACT code tracking technology improves upon the P-codeless 
technique of older generations of Rogue receivers, resulting in an increase of the signal-to-noise- 
ratio (SNR) on L2 and thus, reduces measurement noise. During normal operation, the TTR-12 
receiver will track the true P(Y) code GPS signal. When the receiver is operated unkeyed, the 
TTR-12 will revert to the ACT code-tracking mode with minimal loss of precision. A 
commercial time-interval counter with the resolution of 100 picoseconds was integrated into the 
AOA design to allow the internal measurements to be related to an external clock. 

In addition to the improved receiver hardware, USNO has also incorporated into the overall 
system the Andrews FSJ1-SOA phase-stable antenna cable and modified the standard Dome 
Margolin choke-ring antenna with temperature-stable electronics built by KW Microwave. The 
antenna cables and electronics are expected to provide a significant improvement to the 
temperature stability of the antenna portion of the system. 
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AOA TTR-12 TEST AND EVALUATION, 

During the period February 2000 through September 2000, USNO and the Naval Research 
Laboratory (NRL) conducted a series of tests to evaluate the TTR-12. USNO testing included 
comparisons with the STel 5401C and other TTR-12 receivers. NRL is the designated DoD 
agency for GPS timing receiver testing. Their testing was performed using a simulator capable of 
producing 10 simultaneous signals with SA and A-S. Numerous hardware and software problems 
were encountered with the testing and a majority were resolved. 

SOFTWARE FIXES 

When the STel and TTR- 12 were compared using horizon-to-horizon tracks, the TTR- 12 
displayed an unusual trace. The expected trace of a GPS horizon-to-horizon track shows noise at 
the beginning and end of the track, and reduced noise in the middle. This was not the case for all 
TTR-12 tracks. After notifying AOA, it was discovered that the orbit iteration process was not 
being applied for satellites with large eccentricities. Figure 1 shows 5 days of horizon-to-horizon 
tracks of PRN02/SVN13 from the STel (top trace) and TTR-12 (bottom trace) receivers. Once 
the software was corrected, the TTR- 12 horizon-to-horizon tracks showed an improvement. 
Figure 2 shows the STel track (top trace), the TTR-12 track before (middle trace) and after 
(bottom trace) the software fix. The authors would like to note that the AOA TTR-4P receiver 
continues to be plagued with this problem. 

The remaining TTR-12 software fixes include the removal of SA dither at any selected sample 
output rate and SA epsilons. Live testing of the fixes would not be adequate since SA was set to 
zero on 2 May 2000, so verification will be done using the N E  simulator. 

I 

GPS CARRIER-PHASE TIME TRANSFER 

Though software development for the TTR-12 has not yet been completed, in order to provide 
simultaneous real-time offload of GPS data necessary for the TTR-12 to function as both a GPS 
MSRE and a GPS carrier-phase timing receiver, one may currently obtain raw pseudorange and 
carrier-phase data by periodically downloading such data from a flashcard. Several preliminary 
experiments have been performed using data collected from the prototype TTR- 12 receivers' 
flashcards and geodetic GPS carrier-phase techniques to further quantify the quality of the TTR- 
12. 

TEMPERATURE SENSITIVITY OF GPS CARRIER-PHASE CLOCK ESTIMATES 

A prototype TTR-12 was placed in a Tenney Environmental chamber oven while purposely 
varying the temperature in the oven in order to quantify the sensitivity to temperature of the TTR- 
12 when used for GPS carrier-phase time transfer. The phase-stable Andrews model FSJ1-SOA 
antenna cable connecting the TTR-12 to its Dorne Margolin antenna has been shown to have a 
temperature coefficient of about 0.03 p s / d C  [3] while the temperature sensitivity of the Dorne 
Margolin choke-ring antenna has been inferred to be better than 2 psPC [4]. Currently on loan to 
USNO from the Swiss Federal Office of Metrology is an Ashtech Z-12T (GeTT) GPS receiver 
(designated USNB). This receiver has the same type of antenna and antenna cable as that used 
with the TTR-12, but the USNB receiver is housed in a thermally shielded box whose 
temperature is controlled to within 0.1 "C. 
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Temperature testing of the TTR-12 was conducted over a 4 day period (22-25 July 2000). The 
temperature in the Tenney chamber was changed every 6 hours in increments of 2.5 "C over a 
range of 20 to 38 "C. The 30-second pseudorange and carrier-phase data were used to obtain 
clock estimates between the TTR-12 and USNB at 5-minute intervals. These estimates were then 
combined with 1 -minute temperature data, (Tchamber), which were collected from within the 
Tenney chamber and fit by least-squares to the simple model, (TTRlZUSNB) = k (Tchmber). The 
resulting fit suggests a temperature coefficient for the TTR-12 receiver of -77 f 6 ps/ "C. Figure 
3 shows the temperature changes to the Tenney chamber and the reaction of the TTR-12 receiver. 

POWER CYCLE TESTING 

Power cycle testing of the TTR-12 receiver was conducted to verify that the receiver could 
maintain its calibration and receiver settings such as position and delays. Repeated power cycles 
indicate that the TTR-12 receiver has the capability to hold its calibration and receiver settings 
after loss of power. 

PERFORMANCE EVALUATION 

At the end of September when the USNO was confident that most of the hardware and software 
deficiencies had been resolved, performance evaluations focused on the GPS Time measurements 
and hardware stability. 

GPS TIME MEASUREMENT STABILITY 

Using one week of GPS Time measurements common to the STel and TTR-12, comparisons were 
made using broadcast clocks and orbits, and then applying the National Imagery and Mapping 
Agency (NIMA) precise orbit and clock corrections. The STel 13-minute UTC(USN0)-GPS 
values using broadcast corrections show a 30 to 35 nanoseconds peak-to-peak scatter in Figure 4. 
When the NIMA precise orbit and clock corrections were applied, the noise was reduced to about 
15 nanoseconds peak-to-peak as seen in Figure 5. In Figure 6, the TTR-12 data using broadcast 
corrections, shows similar results to the STel , as well as an increase of data due to the multiple 
channels. After applying the NIMA precise corrections to the TTR-12 data, the noise was 
reduced to about 5 to 10 nanoseconds peak-to-peak, seen in Figure 7. 

The Time Deviation (TDEV) plot in Figure 8 shows the STel and TTR-12 stability for 
UTC(USN0)-GPS using both broadcast and precise orbits and clocks as a function of averaging 
lengths. The dashed lines represent the STel performance and the solid lines represent the TTR- 
12 performance. The top two lines near the word "broadcast" represent the time deviation of 
UTC(USN0)-GPS using the standard broadcast clocks and orbits. The bottom two lines near the 
word "precise" represent the time deviation of UTC(USN0)-GPS after applying the NIMA 
precise clock and orbit corrections. In order to make a fair comparison with the STel, the TTR-12 
data used are the same tracks used for the STel. 

From this data set we can conclude that similar levels of performance of about 4.5 nanoseconds at 
13 minutes and 2.5 nanoseconds at 1 hour can be seen in the TTR-12 and STel when measuring 
UTC(USN0)-GPS using the broadcast clocks and orbits. The noise in the broadcast corrections 
is larger than both the STel and TTR-12 hardware noise, evidenced by the fact that both the STel 
and the TTR-12 stability improved when precise corrections were applied. After applying the 
NIMA precise clock and orbit corrections, we see that the TTR-12 hardware is more stable than 
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the STel hardware, and that the stability of the TTR-12 UTC(USN0)-GPS measurements 
approaches 1 nanosecond at 13 minutes, and is sub-nanosecond thereafter. 

RECEIVER HARDWARE STABILITY 

Figure 9 is a TDEV plot which estimates the hardware stability of the receivers using GPS 
common-view. The two methods used were short baseline (co-located on the same roof, 2 to 3 
meters apart) and common antenna. The dashed line is the time deviation of common-view 
between two STel receivers on a short baseline. The solid lines are time deviations for the TTR- 
12 receivers in several different situations. The top line represents the TTR-12 as if it were a 
single-channel receiver using the same tracks as the STel. The stability at one day for the STel is 
400 picoseconds and the TTR-12 is 300 picoseconds. Although the short baseline common-view 
results are an estimate of the hardware stability, the results could be corrupted by multipath 
differences at the two antennas, differences in antenna hardware, cable quality and differences in 
the environment of the antennas and cables. 

The Short Baseline Advanced Common-View (ACV) method represents the TTR- 12 hardware 
stability where all common-view tracks for one single timestamp are averaged together. At 13- 
minutes, the stability drops down to 500 picoseconds and 90 picoseconds at 1 day. 

The Common Antenna ACV represents the best estimate of the TTR-12 receiver hardware 
stability available. From this data set, it can be concluded that the TTR-12 hardware is quieter 
than the STel hardware over all averaging lengths, showing stabilities at or below 50 picoseconds 
over all averaging lengths. 

REMAINING TESTS 

The remaining tests to be completed at NRL with the simulator are the verification of the SA 
averaging and epsilons, and absolute calibration of the receivers, antenna cables and antenna 
electronics. Once these tests are completed, USNO will set up parallel operations with the STel 
receivers prior to going operational with the TTR-12 receivers. 

CONCLUSION j 

For the future, a SAASM version of the TTR-12 receiver will be built, this being a DoD 
requirement. A phased array antenna is also being evaluated to decrease multipath and increase 
signal-to-noise strengths. USNO is encouraged with the hardware improvements that will enable 
the USNO to provide the GPS Control Segment with more stable and reliable timing corrections 
for the GPS. 
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Questions and Answers 

MARC WEISS (NIST): Can you say anything more about that phased array antenna-what 
are the plans? Is it in design, is it being built? 

EDWARD POWERS: We reported last year on work we were doing at the time with NAVSYS 
to build a dual-frequency P(Y)-code receiver that could eventually be upgraded to the phased 
array. But since then, we went out and are in the process of awarding a contract. We haven't 
selected a vendor yet. So we can't talk a lot about that right now. But right now there are two 
vendors that we're looking at who will build a prototype of this system. It will be a 12-channel 
dual-frequency 16-element phased array which, the hope is, will get 10 or 12 dB of gain to 
each GPS satellite, along with maybe a factor of 50 or so reduction in multi-path. 

JAMES WRIGHT (Computer Sciences Raytheon): I think in the beginning of your paper you 
said that there were two contractors that were building a receiver under this study. 

FRANCINE VANNICOLA Right. 

W R I G W .  Has the second one materialized and are you testing that? 

VANNICOLA We have not received a prototype to this date, no. 

THOMAS CLARK (NASA Goddard Space Flight Center): I'll ask the same question I asked 
Lisa earlier: How were the L1/L2 biases handled in the results you showed? Was it assumed 
to be a constant or was it solved for? 

POWERS: Yes, right now this is basically handled in the same way as the TurboRogue- 
something of a calibration bias. For this particular day, the set are actually uncalibrated and 
mapped in as a clock error. It will be calibrated before we go operational with it. But they 
are treated right now as being stable with time, as far as the receiver calibration goes. 

DAVID HOWE (NIST): Those are fantastic results. To what degree did you take out cable 
length problems between the antenna and your antenna when you were trying to determine 
the noise floor using the common antenna mode? Was there any special attention taken? 

VANNICOLA No. We had the antenna cable going into the splitter and then equal lengths 
going from the splitter to the receiver, so it all cancelled out. 

HOWE: Okay, so it was split at the receiver. 

VANNICOLA Yes. 
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Abstract 

The time transfer procedure presently used for the realization of TAI is based on the common 
view approach, using the CGGTTS data computed by an internul sofrware of the time receivers. 
We choose here another approach and analyze the raw data available in the RINEXfiles produced 
by GPSIGLONASS geodetic receivers. We concentrate our analysis on the use of GLONASS P- 
code measurements. Because the frequency emitted by each GLONASS satellite is di$erent, the 
measurements must be corrected for their frequency-dependent receiver hardware delays. These 
delays can be computed either from the CGGTTS files or directly from the raw P-code data. We 
show that thejirst approach is better than the second one. Afrer this correction, time transfer (using 
the GLONASS P-codes) is realized with a rms of about 2 nanoseconds for a I-day session between 
two receivers distant of a few hundred of kilometers. 

INTRODUCTION 
The use of the GLONASS P-codes for time transfer is very promising, as already shown by different 
studies ([2] [SI 141 [6] [7]) .  In all the mentioned studies, the time transfer results were obtained us- 
ing CGGTTS (GPS/GLONASS Time Transfer Standard) data files provided by receivers designed 
for time transfer applications. The CGQTTS files ([I]) contain the clock differences between the 
GLONASS/GPS system time and the focal clock of the time laboratory. These differences are 
computed by the receiver software for the satellites given in the international tracking schedules 
distributed by the BIPM (Bureau International des Poids et Mesures) and are used for the com- 
putation of TAI. On the other hand, the International GLONASS Experiment (IGEX) ([lo]) gave 
access to RINEX files from about 25 receivers in the world. Part of these combined GPS/GLONASS 
receivers are driven by precise frequency standards, and some of them contribute also to the real- 
ization of TAI. We have, therefore, investigated the possibility of performing time transfer using 
the GLONASS P-code data given in these RINEX data files. 

Using a common view method, we determine the receiver clock offsets and consequently the time 
transfer between the external frequency standards driving these receivers. Compared to the method 
based on CGGTTS files, this method allows to work with a higher number of data points (about 
3000 per day) and allows to control each aspect of the correction terms from the raw data to the 
final product. 



Figure 1: GPS/GLONASS sites used in this study. 

In ( [8 ] ) ,  the final precision of the time t2ansfer between two 3SNavigation RlOO receivers distant 
of a few hundred of kilometers, obtained using the precise ephemerides, was about 10 n8. The 
main limitation was the receiver hardware delays which are different for each satellite because of 
the satellite dependency of L1 and & frequencies. Due to the fact that calibration values are not 
available, a first approach consisted in estimating the corrections of each satellite directly from 
the time transfer results produced by each satellite separately. However, this adjustment was not 
perfect due to the fact that we estimated the offset between the results of the different satellites 
on a time span of only 1 day. In ([SI), we used the CGGTTS delays determined on a time span of 
two weeks and showed that the final precision of the time transfer improves to 1.8 ns for a typical 
1-day session between 2 receivers distant of a few hundred of kilometers. The disadvantage of this 
approach was that it could only be applied for time receivers. 

In order to overcome this limitation, we try in this paper to determine these differential receiver 
hardware delays directly from the raw P-code measurements, but now using several days of me& 
surements and we compare the results with those obtained from the CGGTTS data. 

DATA SET DESCRIPTION 
We have used the RINEX data of GPS/GLONASS receivers belonging to IGEX network, and 
operating at the same time as time laboratories participating in the realization of the international 
atomic time scale (TAI) (see Figure 1): 

0 BRUG, located at the Royal Observatory of Belgium, equipped with a combined GPS/GLO- 
NASS multi-channel receiver R100-30T from 3SNavigation) connected to a H-maser for the 
geodetic part, and to a cesium clock HP5071A (=UTC(ORB)) for the participation to TAI; 

0 NPLC, located at Teddington (Greater London, UK), 336 km far from Brussels, equipped with 
a combined GPS/GLONASS multi-channel receiver R100-40T from 3s-Navigation, connected 
to a H-maser (=UTC(NPL)) for both the geodetic part and the participation to TAL 

As shown in ([SI), the RlOO receivers exhibit regular artificial discontinuities in the computed 
receiver clock synchronization errors, which make it impossible to perform RINEX-based precise 
time transfer for more than 1 day. This is a typical situation for all receivers from this manufacturer. 
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RECEIVER HARDWARE DELAYS 
Figure 2a shows that the time transfer signal obtained using a single day of observations with 
precise ephemerides still presents some small jumps or curvatures not attributable to the H-maser. 
These are due to changes in satellite configuration and to the uncorrected receiver hardware delays 
associated with the different satellites observed. 

We have used two different methods for determining the hardware delays. The first one, already 
presented in ([g]), is based on the fact that the receivers used in our experiment (BRUG, NPLC) 
also provide CGGTTS files to the BIPM, so we used the time transfer results provided by these 

Satellite hardware delays hardware delays Differences 
number CGGTTS (ns) RINEX (ns) 

.1 -0.4 3.6 4 
3 -2.9 -2.3 0.6 
4 -0.4 -1.4 1 
6 -0.9 -2.1 I .2 
7 0.0 0.0 0 
8 -0.5 1.4 1.9 
9 7.2 7.9 0.7 
10 1.4 5.3 3.9 
11 -2.7 1.8 4.5 
1s 6.9 7.7 0.8 
15 -2.1 -4.4 2.3 
16 -3.8 -47 0.9 
17 4.0 8.5 4.5 
22 6.0 6.2 0.2 

Table 1: Hardware delays. Satellite 7 is chosen arbitrary as the reference one. 

CGGTTS files to estimate the differential receiver hardware delays. When using CGGTTS files, 
there are no jumps because these results give the offset between GPS time and the 1 pps (1 pulse per 
second) signal provided by the laboratory clock. Using the CGGTTS files, the calibration delays 
can now be determined using a longer time span containing more simultaneous observations. Note 
that we cannot assert that the hardware delays are the same for both geodetic data and the 
CGGTTS data; this depends on the receiver architecture and will be tested here by comparing 
with the hardware delays obtained directly from the raw data given in the FUNEX files. Clock 
resets are not problematic because they do not alter the differential hardware delays computed 
from the RINEX files. This means that we can determine the calibration delays using RINEX 
data over a time span longer than 1 day. 

We test both methods on the baseline BRUG - NPLC. A period of 14 days (51351-51365 MJD 
(Modified Julian Date) corresponding to GPS weeks 1015 and 1016) has been used to determine 
the calibration delays from the CGGTTS files (see ([9]) for details) as well as from the RINEX 
files. Table 1 lists the hardware delays determined by both methods. 

In Figure 2, we have plotted the time transfer results between BRUG and NPLC for the first day 
of the GPS week 1016 (corresponding to MJD 51357). The first part of the graph shows results 
which are not corrected for the frequency dependent receiver hardware delays. In this case, the 
rms of the differences is equal to 2.6 ns. The second part is corrected for the receiver hardware 
delays using CGGTTS files and the corresponding rms is equal to 1.8 ns. The last part is corrected 
for receiver hardware delays obtained from the RINEX files and the corresponding rms is equal 
to 2.0 ns. We can say that this correction removes the curve variations induced by the variable 
‘mean’ hardware delay, corresponding to the mean of the delays of the observed satellites at each 
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time. But, as seen from the graphs, although our correction sometimes reduces the jumps and 
variations, it leaves some variations at other times. This is due to the limited accuracy of the 
computed receiver hardware delays: the computed receiver calibration errors between the different 
satellites are of the same order of magnitude (from 0 to 10 n s )  as (he noise level of the clock 
differences computed with any satellite (2.5 ns) .  We see also that the results using the CGGTTS 
files for calibration are better than the ones using RINEX files (rms of 1.8 n a  vs 2.0 ns).  Indeed, 
even if the FUNEX files provide a larger number of observation points, the noise level is higher 
than with the CGGTTS files (standard deviation of 5 ns instead of 2 ns) .  This is due to the data 
smoothing, which is part of the procedure applied to compute the CGGTTS files. 

Figure 2: Time transfer (BRUG-NPLC). (a) Hardware delays not corrected, rms =2.6 ns  (b) Hardware 
delays corrected by CGGTTS files, rms =1.8 ns (b) Hardware delays corrected by RINEX files, rms =2.0 
ns. 

Figure 3: Time transfer (BRUG-NPLC). 

COMPARISON BETWEEN GLONASS AND GPS RESULTS 
In Figure 3, we have plotted the time transfer between BRUG and NPLC for the first day of 
the GPS week 1016. We see that the use of the GLONASS P-code (rms of 1.8 n a  and maximum 
difference of 11.8 ns)  reduces the noise level with a factor between 2 to 3 with respect to the use 
of GPS C/A code (rms of 4.4 ns and maximum difference of 31.9 ns ) .  

Figure 4 shows the frequency stabilities of the frequency transfer performed with GPS C/A-codes, 
GLONASS P-codes and GPS phases. The GLONASS P-code results show a better stability than 
GPS C/A-code results at short time scales (below 1 hour). This is a direct consequence of the lower 
noise level of the GLONASS P-code compared to the GPS C/A-code. At longer time scales (larger 
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- -  than 1 hour), we observe the opposite situation due to the imperfect correction of hardware delays 
in the GLONASS P-code results, inducing small undulations of the curve (as seen in Figure 3), 
which reduces the frequency stabilities. The results based on GPS carrier phases have frequency 
stability highly superior to the results based on codes (GPS or GLONASS). However, although 
carrier phases offer a huge potential for the frequency transfer applications, they still depend on 
the information in code data to determine the absolute synchronization offset (see ([ti]) for more 
details). 

CONCLUSION 
We have used RINEX data from combined GPS/GLONASS receivers involved in the IGEX cam- 
paign to investigate the performances of the GLONASS P-codes for time transfer applications. We 
pointed out that i t  is necessary to correct the P-codes for the receiver hardware delays which are, 
for the GLONASS data, different for each satellite. Receiver calibrations are unavailable at the 
present time; the determination of the receiver hardware delays for each satellite must be done 
during the computation of the synchronization errors. However, due to the noise of measurements 
and the variability of the hardware delays, this determination cannot be done precisely enough 
with only 1 day of data. Using several days of data would allow a more reliable determination 
of the satellite dependent hardware delays. The CGGTTS files made available by some IGEX 
receivers give a long time series of synchronization errors determined on individual satellites and 

c la.) 

Figure 4: Frequency stabilities of the different time transfer results of Figure 3. 

allow easier determination of the dlfFerential biases between the satellites. Another approach is 
to use the RINEX files themselves in order to use geodetic receivers and not only time receivers: 
in this case, clock resets occur, but are not problematic because they do not alter the differential 
hardware delays between the satellites. More problematic is the fact that the RINEX raw data are 
more noisy than the smoothed CGGTTS data, even with a larger number of observation points for 
the RINEX files. This leads to a better determination of the hardware delays with the CGGTTS 
files than with the RINEX files (rms of 1.8 n s  instead of 2 n s  for a typical l-day session between 
two stations distant of a few hundred of kilometers). However, even with the knowledge of these 
calibration delays, a precise frequency transfer with RINEX data will be restricted to 1 day due to 
the jumps at the day boundaries due to the daily resets of the 3S-Navigation receivers. If a time 
transfer is needed for a time span longer than 1 day, the receiver clock jumps must be monitored 
with an external time-interval counter. 



We can conclude that the present geodetic GLONASS receivers driven by a stable frequency 
standard can be used for time transfer applications only if (1) the satellite-dependent hardware 
delays are regularly monitored and, (2) the 1 pps output is monitored in order to measure the 
clock discontinuities. 
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Abstract 

The accuracy with which a L1, single-frequency, GPS receiver cun recover the time-scale UTC 
(USN0,MC) i s  well known to depend on many factors, including the accuracy of the signal in space, 
propagation path effects, the qualify of the GPSlUTC (USN0,MC) correction, and the behavior of 
the receiver itself. Overall pedormance is now affected by a number of short- and medium-term 
noise sources that have hitherto been obscured by the intentional clock dither known as Selective 
Availability (SA). We report the development of a technique for periodically estimating the h a 1  
ionospheric delay fiom observations of the code and carder-phase GPS obsewables made with a 
multi-channel, L1, receiver module. An algorithm has been developed that uses information from 
several satelZites to model the delay in real time. It is then possible to correct the raw time estimate 
from each satellite, improving the overall accuracy of the receiver’s real-time estimate of GPS time or 
UTC(USN0,MC). With this technique it should be possible to approach the time accuracy obtained 
using a Precise Positioning Sewice (PPS) receivet. We have used a cesium standard ensemble related 
to UTC (USN0,MC) by common-view to measure the noise level obtained by applying the estimated 
corrections, and to compare this with the accuracy of the built-in single-frequency model. 

1. INTRODUCTION 
Single-frequency, LI, CA code, GPS receivers are often used to generate local time estimates 
synchronized either with the GPS system clock, or with UTC(USN0,MC). These receivers are 
modular, economical, and easy to operate. With a fixed receiver, and accurately known antenna 
coordinates, the time uncertainty can be minimized by averaging together individual time 
estimates from all of the satellites that are being tracked. This technique, which can be described 
as “Position-Hold, All-in-View,” minimizes errors due to the accuracy of the “Signal in Space:’ 
multipath effects, and code correlator noise. Receivers operating in this way are often employed 
in “Disciplined Oscillators:’ which are widely used in telecommunications synchronization, 
calibration, science, and other applications [ 1,2]. 

Now that SA has been removed, the component of the inaccuracy in single-frequency time 
receivers that results from the effect of ionospheric delay has become more significant. Receivers 
can correct for the delay using a detailed model of the ionosphere, scaled by data contained in the 
‘navigation message’ broadcast by the satellites. However, because of unpredictable variations of 
the ionosphere, this so-called single-frequency correction is only expected to absorb 50% of the 
effect. In timing receivers, the uncorrected ionospheric delay causes periodic daily time errors 
with amplitudes that change over a characteristic time of a few days. This unpredictable effect 
can cause significant errors in timing systems such as disciplined oscillators, and is of increasing 
importance with the approach of the solar activity maximum. In a previous publication [3] we 
have reported evidence for short-term and long-term errors at the level of 10 to 20 nanoseconds 
in disciplined oscillators that use the single-frequency model. 

For users who are not qualified for the PPS, it is useful to explore ways of reducing the 
magnitude of ionosphere errors in single-frequency receivers. It is well known [4,5] that the 
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effect of many noise sources can be reduced by using the Common View (CV) technique, which 
is analogous to the use of differential GPS corrections (DGPS). The CV time transfer technique 
requires data exchange between the user and a reference station with a traceable time-scale. 
Since the technique does not easily work in real time, it requires the user to have a stable local 
clock. Uncorrected ionosphere effects are still important in common-view time transfer 
measurements over long baselines, although corrections can be applied after a delay of several 
days by using post-processed estimates from various sources, such as the IGS. The GLONASS 
system allows two-frequency operation, and is not encrypted. The GLONASS system is not 
synchronized with UTC or GPS time, and GLONASS time receivers are not yet economically 
available. 

In this paper we will describe a technique for accurately estimating the local ionospheric delay 
using the GPS observables from an Ll-C/A single-frequency receiver. The ionosphere estimate, 
which is made in near real time, is used to correct the averaged single-satellite time estimates and 
improve the accuracy of the receiver’s time output. We will report measurements of the noise 
level obtained by comparison with a local time standard consisting of an active ensemble of two 
507 1A cesium standards referenced to UTC(USN0,MC) by common view. The measured real- 
time ionospheric delay was found to agree very well with the post-calculated “IONEX” products 
generated by the International GPS Service (IGS) network. The stability of the corrected time 
output indicates that the effect of the ionospheric delay has been reduced by at least an order of 
magnitude. 

The technique that we have developed can be used to improve the performance of autonomous 
single-frequency time-transfer systems such as disciplined oscillators. The technique could also 
be used to improve the accuracy of common-view time transfer, particularly when the latency 
involved in using post-processed ionosphere results is objectionable. The technique requires 
some computation, but this can be performed in background because the ionosphere effect 
changes relatively slowly. A preliminary description of this work has been given elsewhere [6].  

2. SINGLE-FREQUENCY IONOSPHERIC DELAY ESTIMATION 
It is well known [7] that GPS code and phase ranges at a given frequency are affected with 
opposite signs by the dispersion due to free electric charges is the ionosphere. This principle has 
been used by Cohen et al. [8], and Tretheway et al. [9] to estimate the ionospheric delay using 
L1, single-frequency, observables. We have extended this work, and have developed a technique 
that is capable of generating an accurate estimate in real ,time. The new method uses the 
observables from several satellites to estimate the local ionospheric delay and its dependence on 
latitude and longitude with reduced uncertainty. 

If the ionosphere is modeled as a thin slab, the expected difference Ai between the measured L1 
code and carrier ranges for the i” satellite, measured in meters can be written in the form: 

Ai = 0.325 . Fi . I + Pi + G. (1) 

In this equation, I is the total electron content integrated along a vertical path through the 
ionosphere in ‘TEC units’ ( 10l6 electrons per m2). Fi is a dimensionless obliquity factor given by 
l/Cos(B), where 8 is the angle between the normal to the ionosphere and the line of sight to the 
satellite. Pi is equal to an integer number of L1 wavelengths, and remains constant as long as 
phase-lock on the satellite signal is not lost. Receiver noise and multipath effects are represented 
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by the noise term E ~ .  The code-carrier divergence Ai is easily calculated from the GPS observables 
output by a suitable receiver. 

Although F can be calculated from the elevation angle of the satellite, Equation( 1 )cannot be used 
to calculate I directly because of the unknown constant Pi. Cohen et a1 [SI have shown that I can 
be determined by fitting the observed time dependence of the divergence to the variation of F in 
a solar-fixed, rotating frame, in which I can be considered effectively constant. Tretheway et al, 
[9] have reported the possibility of a real-time calculation of I using a Kalman filter technique. 

In the technique that we have previously described [6], we used the time dependence of the 
observed divergence, removing the constant phase uncertainty. For a continuously tracked 
satellite: 

dAi/dt = 0.325 . ( I . dFi/dt + Fi * dI/dt ) + dEi/dt. (2) 

At least four satellites can usually be tracked simultaneously, giving a set of simultaneous 
equations, each of the form of Equation (2). For each satellite, the rate of change of Ai can be 
estimated from the GPS observables, and the values of Fi and dFi/dt can be calculated from the 
satellite ephemeris. As long as two or more satellites are tracked, estimates of I and dI/dt may be 
determined by the usual process of inverting the set of equations. It is interesting to note that, 
unlike dual-frequency methods, the calculation of I by this method is independent of satellite and 
receiver inter-frequency biases. The method does, however, depend on the assumption of a slab 
model for the ionosphere. 

The algorithm described above assumes that the ionosphere is effectively uniform over the area 
covering the points at which it is “pierced” by the lines of sight from the receiver to the satellites. 
We have now extended the method to allow the value of I to depend in first order on latitude and 
longitude. The variation with longitude can be found by assuming that most of the variation of I 
with time is associated with the effect of earth rotation with an ionosphere distribution that is 
changing relatively slowly in the solar-fixed frame. The rate of change with time in earth-fixed 
coordinates is then approximately equal to the rate of change with longitude multiplied by the 
rate of rotation of the earth. 

The line of sight from the satellite to the receiving antenna passes through the idealized height of 
the ionosphere slab at a “pierce” point that is generally offset in longitude and latitude from the 
position of the receiver. If the offsets for the i“ satellite are and $i respectively, and the local 
variation of I is characterized by derivatives dYdh and dI/d$ respectively, the divergence is 
given by: 

Ai = 0.325 . Fi . ( I + h, . dI/dh + $i * dI/d$ ) + Pi + q. (3) 

In this equation, I is the vertical TEC value at the position of the receiver, and it is assumed that 
the geometry may be treated as rectangular. This assumption should be satisfactory for mid 
latitudes. 



To find the equivalent of Equation (2), we differentiate Equation (3). Keeping only first-order 
derivatives, and putting dYdt = f2 . dI/dh, where f2 is the rate of rotation of the earth we obtain: 

dAi/dt = 0.325 . ( I * dFi/dt + dI/dh . { Fi . [a + dAq/dt] + Aq * dFi/dt} 

+ dI/d@ * {Fi d@i/dt + @i * dFi/dt} ) + d&i/dt. (4) 

There are now three unknowns: I, dI/dh, and dI/d@. As before, with N satellites tracked, there are 
N such equations, which can be written in the form of a single matrix equation: 

In Equation (5), V is a column vector containing the measured values of dAi/dt for the N 
satellites normalized by the factor U0.325, W is the N x 3 matrix containing the calculated 
geometrical coefficients for the N satellites, and G is a column vector whose elements are the 
unknowns: 

G = ( I, dYdh, dI/d$)T. (6) 

If N is equal to or greater than three, the set of equations can be inverted to obtain I, dydh and 
dud@. The least-squares solution is described by the matrix equation: 

G = [WTW]-'WT. V. (7) 

The values of I, dI/dh, and dud@ obtained from the solution are uncertain due to noise on the 
code-carrier differences. This is caused by receiver code correlator noise, and multipath noise 
that mostly affects the code ranges. The resulting noise on the output vector G can be estimated 
from the properties of the matrix [WTW]-'WT. Under the simplifying assumption that the noise 
on the output quantities is not correlated, the mean square output noise is proportional to the 
diagonal elements and the rms noise on the divergences. Experimental data show. that the 
magnitudes of the elements are, generally, slowly changing functions of the satellite constellation 
geometry. From time to time, the geometry becomes less satisfactory for determining one or 
more of the output quantities. This condition is associated with the appearance of unusually large 
values of the diagonal elements. 

3. TESTS OF THE ALGORITHM 
The system used in the experiments to be described consists of an %channel, modular, C/A code 
receiver [lo] fed by a choke-ring antenna. As discussed elsewhere [6], the receiver's crystal 
oscillator is phase-locked to an external frequency standard in order to make it easier to detect 
loss of phase lock. Raw data from the receiverareprocessed on-line by an external computer. The 
program calculates the code and phase ranges each second, and smoothes the code-carrier 
divergences using a filter with a pole frequency of 0.067 radian per second. Each seconds, 
the value of the filtered divergence, the obliquity, the latitude offset, and the longitude offset for 
each satellite are stored in an array in memory. Pointers are maintained to indicate the start and 
finish of continuous tracking for each satellite. 

15 

Every 10 minutes, the stored data from all satellites that have been continuously tracked during 
the preceding 2400 seconds are analyzed in the on-line computer. Linear regressions of length 



2400 seconds are used to estimate the rate-of-change of the code-carrier divergence and the rate- 
of-change of the obliquity. The obliquity and the offsets dh and d$ are averaged over the same 
interval. This dataarethen used to calculate the unknown vector G using the matrix relationship 
given in Equation(7).Although linear regressions may not be optimal for determining the rate of 
change, they are used in preference to IIR filters, because there is no settling time. The chosen 
length of the linear regressions represents a compromise between data latency and noise. 

Comparing the noise variances on I and dI/dt (equal to dYdh) shows that a filter whose output 
approaches the integral of dI/dt in the short term, and the value of I in the long term can be used 
to reduce the noise on the estimate. A robust filter was devised to implement this principle using 
a cross-over time of 1 hour. The magnitudes of the diagonal elements of the matrix are used to 
determine whether the filter uses the current input quantities or values extrapolated from times at 
which the noise was satisfactory. The filter algorithm is based on the code-carrier smoothing 
filter typically used in GPS receivers. 

To evaluate the performance of the filter and the algorithms described by Equations (1)-(7), 
stored raw GPS datawereused to emulate the ionosphere delay given by the GPS built-in single- 
frequency model. In selected raw data files, the measured code-carrier differences for each 
satellite were replaced by calculated values obtained by doubling the delay given by the model 
[ 1 11 using the actual values of the satellite elevation and azimuth. The a and fJ parameters in the 
model were given the values contained in the satellite navigation message at the time. This 
modified raw datawere then processed and filtered by the algorithms that were used for real-time 
data processing. The recovered variation of I was compared with values calculated directly using 
the model. 

The success of the method is indicated by the data shown in Figure 1. The estimate of I found by 
the algorithm is in good agreement with the directly calculated value. It is clear that the use of a 
2400-second processing span does not lead to serious rounding, although some ringing seems to 
occur where the second derivative of I is large. A linear regression between the two sets of data 
indicates that the values returned by the algorithm are smaller by a factor of 0.955. This may 
result from the use of a first-order time model. When there is no curvature, the model values are 
reproduced exactly by the algorithm. This is felt to be a good test of the data processing 
algorithm because the model represents the typical time variation of I, and the coefficient matrix 
values correspond to real satellite constellations. 

When unmodified receiver raw datawere processed in real-time, estimates of the three parameters 
included in the output vector G were obtained at 10-minute intervals. The outputs of the robust 
filter were written to a file. Data obtained over a 15-day period wereused for a comparison with 
the IONEX ionosphere maps generated by the IGS from a worldwide array of dual-frequency 
receivers. The IONEX data could usually be obtained by Internet ftp after about 7 days. The data 
wereinterpolated for the latitude and longitude of the receiver at time intervals corresponding to 
32 points per day. 

Figure 2 shows a comparison between the output of the real-time single-frequency algorithm 
discussed above and the IGS data from the CODE center for a 1 -  3-day period. An ionosphere 
slab height of 450 km is assumed in both calculations. For the data shown, the agreement is very 
good. For the entire 15-day period for which both measurements are available, the mean 
difference is -0.52 TEC units, and the rms difference is 3.8 TEC units. There was no significant 
difference between the estimates from the two single-frequency receivers used, showing that 



receiver noise had a negligible effect. The noise on the solution is probably mainly due to 
multipath effects. 

4. CORRECTING THE RECEIVER TIME OUTPUT 
Each second, the GPS receiver averages satellite tracking data to estimate the bias between its 
internal clock and GPS time. At'the next second, this result is communicated to the user when 
the receiver emits a timing pulse aligned as closely as possible with the exact second. If the 
receiver is set to output UTC time, it applies the UTC/GPS correction contained in the navigation 
message, thereby relating the time of the output pulse to UTC(USN0,MC). To compensate the 
output using the measured ionospheric delay, the system calculates the amount by which the 
receiver output pulse has been delayed using the values of I, dI/dh, and dI/d$. The result is 
provided numerically to the user,who can then use it to correct the result of the measurement of 
the time ,difference between the receiver output pulse and the 1 PPS pulse of the time-scale to be 
synchronized. The correction 6t is given by a summation over the N satellites that are in the time 
solution for that second: 

In these experiments, the time differences are averaged over the 600-second intervals between 
calculations of the ionospheric delay parameters. It is necessary to calculate a correctly averaged 
correction using the ionosphere values propagated to the mid point of the averaging interval, 
which is done as follows. The geometrical quantities Fi, Fi . &, and Fi 1 @ are calculated each 
second, averaged over the satellites that are currently in the time solution, and stored in memory. 
After 600 seconds, the average of the accumulated counter readings is calculated. The averages 
of the three geometrical quantities over the previous 600 seconds are used with the delay 
parameters to calculate the estimated correction to the averaged time-difference, 6t*: 

6t* = 0.5416 . ( 1 .  C <Fi> + dudh . I: <Fi . hi> i- dud$ . C cFi . $p )/600. (9) 

In this equation, triangular brackets denote averaging over the satellites that are used by the 
receiver in the time solution for a given second, and the summation is carried out over the most 
recent 600 solutions. The ionosphere estimates, the number of satellites in the estimate, the raw 
counter average, the counter rms, and the counter average corrected by 6t* are included in the 
file output. 

5. TIME STABILITY EXPERIMENTS 
To evaluate the success of the method, the time-differences between a local time-scale and the 
lPPS outputs of the two receiver systems using the real-time ionosphere correction were 
measured for several weeks. One receiver was set to output UTC(USN0,MC) via GPS and the 
other was set to output GPS time. The built-in ionosphere correction was turned off in both of 
these receivers. The raw time differences, the real-time ionosphere estimates, and the corrected 
time 'differences were logged at 10-minute intervals. The time ,difference was also recorded for a 
conventional receiver system using the GPS single-frequency ionosphere correction. An 
independent receiver was used to log page 18, sub-frame 4, of the navigation message so that the 
current GPS-UTC correction and the ionosphere model parameters could be obtained for 
comparison. All receivers used the same choke-ring antenna. 
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The local time-scale consisted of an active ensemble of two high performance 5071As that was 
disciplined to UTC(USN0,MC) by a feedback loop with a time constant of 10 days. The time- 
difference between the 1 PPS output of the local ensemble and UTC(USN0,MC) was determined 
by common-view measurements as described elsewhere [ 3 ] .  About 35 common-view passes 
could be compared daily using the BIPM USA (east coast) schedule. In the time comparison 
experiments to be described, a correction for the local time-scale was obtained by smoothing the 
common-view differences using 'a sliding filter with triangular weighting and a peak-to-peak 
width of 2 days [3]. 

The upper curve in Figure 3 shows the variation of the timeldifference between the corrected 
local time-scale and the raw output of a receiver with the GPS single-frequency model disabled, 
and the GPSKJTC correction enabled. The data havelbeen shifted up by 50 ns for clarity. The 
time difference is dominated by the daily variation of the ionospheric delay, which has a fairly 
constant peak-to-peak amplitude during this period. The amplitude of the component at one 
cycle-per-day was determined by Fourier analysis to be 26 ns with a phase corresponding to a 
daily maximum at 21:05 UT. 

The lower curve in Figure 3 shows the measured time ,difference for the same period between the 
corrected local time-scale and the receiver with the GPS single-frequency model and the 
GPS/UTC correction enabled. Daily effects can be seen, suggesting that the built in ionosphere 
correction was not completely effective at this time. The effects are significantly bi-modal, 
corresponding to the rising and falling edges of the actual delay. It appears that the effect is due 
to a phase difference between the real ionosphere delay, shown in the upper curve, and the 
single-frequency correction, which has a maximum at 22:14 UT at the longitude of the receiver, 
-122.15 degrees. This effect is characteristic of the data during this particular period, and is not 
always observed. 

Correcting the measured raw time difference according to Equation (9), using the ionosphere 
model calculated in real-time, was found to reduce the effect of the ionosphere delay by a factor 
of 10, or 20 dB. Fourier analysis showed that, after correction, the time difference still contained 
a 1 cycle-per-day (cpd) component in phase with the original ionosphere effect. For both of the 
receivers studied, the 1 cpd component was minimized if the average correction &t* was 
increased by a factor of 1,lO. The rejection was then about 26 dB. 

There are several possible explanations for this unexpected result. The results, shown in Figure 1 
indicate that the algorithm has an effective scale factor of 95.5% when typical emulated dataare 
used. It might be expected that the correction would have to be increased by about the reciprocal 
of this factor. Further inaccuracy may result from the use of a simple slab model for the 
ionosphere. Recent work has attempted to extend the ionosphere model to include its distribution 
with respect to height [12]. There is currently great interest in the use of advanced ionospheric 
models for aircraft navigation, but it is not yet clear how they would affect the compensation of a 
time receiver. The agreement between the ionospheric parameters and the IGS model is not 
surprising because both calculations are base on a slab ionosphere model with a height of 450 
km. It should be pointed out that the accuracy of the IGS orbital and geodetic results does not 
depend on the ionosphere model used because the ionosphere delay is removed directly by dual- 
frequency ranging. 

An alternative explanation is that some other daily variation such as a daily environmental 
change in the system group delay was being compensated. This seems unlikely because of the 
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stability of the effect, and its accurate agreement in phase with the ionosphere maximum. The 
same argument can be used with respect to any possible multipath effect, which would also have 
a 1 cpd periodicity. 

Figure 4 shows the time-differences with respect to the corrected local time-scale for the two 
receiver systems using real-time ionosphere correction increased by the experimentally 
determined factor 1.10. The uppdr curve is for the receiver operating in GPS time, and the data 

havebeen shifted up by 40 ns for clarity. (The 13-second integer time-difference between GPS 
time and UTC does not affect the data, whicharemodulo 1-second.) The data show a slow run- 
out of about 20 ns peak-to-peak between the local time-scale corrected to UTC(USN0,MC) and 
the receiver output during 14 days. The lower curve shows the time difference between the 
corrected local time-scale and the output of the ionosphere corrected receiver using the 
UTC/GPS correction. The data show. significantly less long-term run-out, but the short-term 
variation appears to be less smooth. This is possibly due to the step-wise evolution of the 
GPS/UTC correction. The overall rms deviation over the 14-day period is 5 ns. Fourier analysis 
shows that the remaining amplitude at 1 cpd is less than 1 ns. Possible remaining sources of noise 
include satellite ephemeris errors, including clocks, and multipath effects. The magnitude of the 
noise is consistent with recent measurements of the accuracy of the signal in space [14]. 

The absolute values of the time-differences shown in Figures 3 and 4 are not significant. The CV 
receiver system has been accurately calibrated at NIST, but no attempt has been made to 
calibrate the absolute delays of the other receivers. 

6. SUMMARY 
We have demonstrated that the local GPS L1 ionospheric delay can be accurately estimated in 
real time with a single-frequency receiver by using the GPS observables from several satellites. 
The TEC values obtained assuming a slab ionosphere model at 450 km compare well with data 
from the IONEX maps produced by the IGS network. Our method currently involves averaging 
the raw data over 2400 seconds to minimize noise, and this does not seem to reduce the accuracy 
of the estimate significantly. 

We have shown that the real-time delay estimate can be used to reduce the short-term effect of 
the ionosphere on the output of a single frequency time receiver. To optimize the correction of 
the ionospheric delay, it was found necessary to increase the magnitude of the delay estimate by 
a factor of 1.10. The reason for this is not yet completely understood, but it may be due to the use 
of a simple slab ionosphere model, and the neglect of second order time differences. This effect 
could possibly be studied by analyzing code-carrier divergences flattened with the calculated 
ionosphere model. At the latitude of the experiment, 37.68 degrees, the amplitude of the daily 
ionosphere effect could be reduced by 26 dB. More experiments would be useful to find out 
whether long-term effects that we have reported elsewhere [3], are also reduced. 

In these experiments, a time correction was calculated every 10 minutes and applied to the 
average of the time differences measured over the same period. In an application such as a 
disciplined oscillator, where a less stable local clock must be steered, it would be possible to 
correct the time difference much more frequently without significantly increasing the 
computational load. 
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9. FIGURES 

Modified Julian Day 

Figure 1. Curve a: Zenith TEC value calculated using the GPS single-frequency model. (Data 
shifted up 50 TEC units for clarity.) Curve b: The zenith TEC calculated by the real-time 
ionosphere algorithm from raw data emulating the single-frequency model, with the same 
values of a and p (from the current navigation message). Curve c: The difference between curves 
b and a. 
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Figure 2. The figure shows a comparison between the output of the single-frequency algorithm 
and IGS data. The solid curve is the filtered output of the algorithm, calculated in real-time. The 
solid points represent IONEX data obtained about 7 days later from the IGS Berne computation 
center (CODE), interpolated to the latitude and longitude of the single-frequency receiver at a 
rate of 32 points per day. 
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Figure 3. Upper curve: The measured time difference between the corrected local time-scale and 
the raw output of a receiver using no ionosphere compensation. The GPS/UTC correction is 
enabled. (Data shifted up by 50 ns for clarity.) The time difference is dominated by the daily 
variation of the uncorrected ionospheric delay. The lower curve shows the corresponding time- 
difference for a receiver with the GPS single-frequency model enabled. 
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Figure 4. Time differences between the corrected local time-scale and the 1 PPS outputs of two 
receivers compensated using the real-time ionosphere estimation technique. The magnitude of 
the compensation has been enhanced by a factor of 1.10, as discussed in the text. Upper curve: 
UTC/GPS correction disabled. (Data shifted up 40 ns for clarity.) Lower curve: UTC/GPS 
correction enabled. The dataarecomposed of 10-minute averages, and the absolute values of the 
time differences are not significant. 



Questions and Answers 

THOMAS CLARK (NASA Goddard Space Flight Center): What was the receiver and firmware? 

ROBIN GIFFARD: Motorola Oncore VP. Of course, I’m just using standard pseudo-range on 
carrier phase. So it could be done by another receiver. 

CLARK: I was going to ask which firmware did you use? 

GIFFARD: It’s 8.9 or 10, I’m not sure. It is important to get beyond 8.9. 
BOYD MOORE (ITT Industries): Because solar flux affects ephemeris drastically, right? For 
lower orbits, I don’t know about that height. I wonder if there is a correlation between solar 
flux affecting your TEV and ephemeris. Could you comment on that? 

GIFFARD: I don’t think I can comment on that. I’m sort of focused on producing a real-time 
answer, so I don’t have time with this equipment. I can’t calculate autonomous orbits or  
anything like that. So if there were such an effect, that would certainly spoil the result. 
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Abstract 

We are developing a new GPS common-view time transfer receiver to support both International 
Atomic Time (TAI) and comparison of frequency standards. Our goat is to realize a time-transfer 
accuracy of one ns or below, and time-transfer stabilities of 0.5 ns out to 1 year. Having obtained 
consistent stabilities at 100 ps or below with common-clock experiments out to 1 month with three 
laboratory prototype systems, we are now building a unit that can be moved among different timing 
labs. We show studies of three dinerent time-interval counter cards considered for this project, 
revealing stabilities as a function of temperature and supplied voliage. 

INTRODUCTION 

We have developed a common-view time transfer receiver using a commercial GPS engine [ 11. We 
have stabilized the time delay through the receiver by controlling receiver temperature, and supply 
voltage, and by minimizing reflected power through the downlink antenna cable [2]. Three prototype 
units have obtained pair-wise common-clock Time Deviation (TDEV) stabilities below 100 ps for 
periods from 1 d to 10 d and longer. This can be seen in Figures 1 and 2. Figure 1 shows data from 
MJD 5 1600 (January 7,2000) to MJD 5 1835 (October 8,2000) for the common-clock common-view 
difference between two units, N3 and N2, whose antennas are separated about 10 m. Figure 2 shows 
the TDEV of the data from Figure 1. Figure 3 shows the outdoor temperature for this period. While 
there are large changes in temperature, the data do not visibly exhibit a correlation. Nor do the TDEV 
data show evidence of a +I slope in long term. This would occur if parabolic behavior appeared due 
to a measurable annual variation. We are now interested in building a portable system which can be 
moved to different sites, to determine its capabilities for common-view time transfer over longer 
baselines. 

Common-view time transfer is one of the two main systems for measuring clock differences as input 
for the generation of International Atomic Time (TAI) [3]. A receiver was developed in 1980 at NIST 
(thenNBS) that has been used since then as the most popular receiver for this purpose. There is a need 
to replace it with newer technology. While there has been significant research in developing new 

*Contribution of U. S. Government, not subject to copyright 
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common-view systems, the goal of receiver stability below 1 ns for time periods of 1 year still remains 
a challenge. The prototype systems we have built may be able to achieve this. 

DD Counter 

BD Counter 

GT Counter 

We are packaging the system in a design which can be moved to other labs. This includes a rack 
mounted PC, a temperature-controlled receiver, and a choke-ring mounted antenna, with electronics 
underneath it. The PC will contain a time-interval counter on a card that plugs into the PC bus. We 
discuss the design of this system here, and report tests of some of the components. In particular, we 
studied the stability and accuracy of various counter cards with variations in temperature and voltage. 
We also have stability measurements using the antenna system for the new unit. Here we have 
duplicated the design that terminates the antenna cable with 50 ohms at both the antenna and the 
receiver. 

+5 Volt Dependence Temperature Dependence 
PSN ps/"C 

negligible 15.6 

800.7 3.2 

-2704.4 21.2 

A STUDY OF THREE COUNTERS 

The receiver needs a counter that plugs into the PC bus. Our three existing systems use counter cards 
that were built at NIST by D. Davis [4] some years ago in support of a project to build a two-way time 
transfer modem. These have been shown to be accurate to better than 100 ps. Since we don't have any 
more of these, we needed to find an alternative counter that is accurate to 100 ps or better. We studied 
three time-interval counters for this purpose: two made under contract especially for NIST, and one 
manufactured commercially. We refer to the two counters built for NIST as DD and BD, and the 
commercial counter as GT. The BD counter has been studied in [5] .  

We studied the variations of the three counters' time-interval measurements with voltage and with 
temperature. We did this by placing a PC in a temperature-controlled chamber. We then altered a PC 
bus extension card so we could supply the +/- 5 V and the +/- 12 V from an external power supply. 
This allowed us to control the counters and collect the data using the PC, while independently 
controlling and monitoring the power supply voltages. 

When counters showed a dependence of the measurement on voltage, it was only on the +5 volts. The 
results are summarized in Table 1 below. 

Table 1 

We decided to use the DD counter both because of availability and because of the above results. 
The various counters can be calibrated against a more accurate counter, and the result of this 
calibration used in the receiver s o h a r e .  This will change with the instability of the counter 
and its internal calibration. It appears that all the counters studied can be calibrated to an 
internal consistency of 100 ps. 
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STABILITY OF ANTENNA AND CABLING SYSTEM 

We have shown that the long-term stability of a common-view GPS receiver can be significantly 
improved by reducing coherently reflected signals in the antenna cable [2]. We have duplicated the 
systems we used previously for this purpose. We provide a temperature-stable 25 dB amplifier after 
the antenna, followed by a DC-pass-10 dB attenuator, then a temperature-stable antenna cable down to 
the lab, then another 10 dB DC-pass attenuator. The stability of this system has reproduced previous 
results. Figure 4 shows common-clock common-view difference between the NO1 receiver with the 
new antenna system, and another, N03, from MJD 5 1803 to 5 1862, September 15-November 13,2000. 
Figure 5 shows the TDEV of these data. We obtain TDEV stabilities of under 100 ps from 1 d on, 
independent of temperature or rain. Snow, on the other hand, causes delay shifts, presumably because 
of effects from covering the antenna. 

FUTURE WORK 

We are planning to build a temperature controller around the GPS engine, and a precise power supply. 
We also plan to package the counter in a rack-mountable PC that will control both the counter and the 
GPS receiver. This is functionally equivalent to what we have done in our three prototype systems, but 
this operational system will use more compact than the prototype. 

REFERENCES 

[I] We used a Motorola VP ONCORE receiver for our commercial engine. We mention the 
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Figure 1 235 days of common-view common-clock 
differences between two prototype receivers. The 
data are I-hour averages. 
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Figure 2 TDEV of the data inFigure 1, showing a 
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Figure 3 Outdoor temperature for the antennas 
during the periods shown in Figures 1 and 2. 
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Figure 4 N3-N1 common-view common-clock 
difference with I-hour averages, for the antenna 
system of the new receiver. 
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Abstract 

Recent advances have ahwed Boeing GPS navigation payload analysts the ability to transfer, 
archive, and manipulate Master Control Station (MCS)  Kalman filter data. Previously, access to 
these data was cumbersome and restricted to a limited timespan. The new data retrieval process 
has proven to be useful in many areas of GPS analysis, including frequency standard performance 
characterization. Both routine and anomolous frequency standard performance analysis techniques 
are enhanced by considering the characteristics and trends of key MCS filter variables. 

This paper describes the methodology by which the MCS Kalman filter data is attained. It also 
examines situations in which MCS Kalman filter clock state estimates and navigation performance 
metrics have proven to be useful in analyzing frequency standard performance. Examples include 
routine examination of frequency standard stability using MCS phase ofiet estimates, analysis of 
MCS frequency o s e t  estimates before and after a “clock q-bump,” and comparison of MCS clock 
state estimates versus those of the National lmagery and Mapping Agency (NZMA). Conclusions 
reveal that new, valuable insight is gained by considering MCS Kalman filter data when petforming 
frequency standard analysis. 

~- _ _ _ ~  

MCS KALMAN FILTER DATA TRANSFER METHODOLOGY 

Until the summer of 1999, analysis of GPS Kalman filter data was limited to on-line tools. Because of 
security constraints and the awkwardness of the Jovial-based architecture, the ability to move data off-line 
and employ COTS analysis tools was labor-intensive and, in practice, rarely done. Instead, most analysis 
was done on-line and in real-time. The on-line tools are relatively effective in spotting and analyzing 
anomalies as they occur, but any additional analysis often has to be performed by outside agencies. 

Beginning in the summer of 1999, Boeing personnel working at the MCS began retrieving selected MCS 
data from the on-line system and archiving it off-line. This method of archiving data allowed much 
greater flexibility for analysis. COTS tools such as Stable32 and MS Excel could be used to analyze and 
graphically display the data. Also, time spans are limited only by the beginning of this archive. Many 
on-line tools are restricted to accessing data from the last 48 - 72 hours. Even MCS tapes-containing 
stored data are erased within 6 months. 

The data retrieval activity is a three-step process. First, one or more batch scripts are run on the standby 
mission package. The standby mission package is identical to the active mission package, and is kept in a 
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state of readiness in case there is a need to switch-over. The batch jobs are run on the standby package to 
prevent any slow-downs of the various processes required to run the MCS mission package. Once the 
batch jobs have created the files containing the various GPS performance data, the files are transferred to 
a classified PC. This is a relatively slow process; 1 day's worth of data takes approximately one hour to 
transfer. Once the files are on the classified PC, they are transferred to a zip drive by secure means. 
Finally, the files on the zip disk are moved to an unclassified PC and archived on the Schriever AFB 
LAN. 

This rather tedious, labor-intensive process is performed-every weekday to ensure that the archives have 
the most up-to-date information available. The information is in ASCII format and can be read by most 
COTS analysis tools. 

Clearly, the process would be improved by automation. Boeing personnel, in conjunction with the Air 
Force and other GPS contractors, are trying to streamline the process. Several issues remain to be 
addressed. Security is a major issue. Several aspects of the GPS mission package are classified. Any 
scheme to remove data (even unclassified data) from a classified system requires extensive security 
reviews. Several means of removing the data from the system have been rejected for security reasons. 
Our ultimate goal is to have the additional MCS data automatically downloaded to the Integrated Mission 
Operations Support Center (IMOSC) terminals, where an ensemble of Windows-based analysis tools will 
reside. 

The advanced age and complexity of the MCS Legacy system is another difficult issue. The Air Force is 
trying to move MCS operations to a newer, more advanced system. This makes it very difficult to 
commit resources to upgrading the older, Legacy system. Although the new system is not expected to be 
delivered for several years, few MCS Operational Control System (OCS) resources are devoted to the 
outgoing Legacy system. Despite these challenges, the authors believe that the data retrieval and archival 
process can be streamlined and that this valuable effort will continue. 

Currently, 18 files are transferred on a daily basis. This list of files contains the following data: Kalman 
state estimates (including backup and KF maintenance activities); reference trajectory data and coordinate 
system (ECI-ECEF) transformation data; GPS-UTC steering activity; smoothed measkrements and 
residuals; navigation message upload data; and performance monitoring data (Estimated Range 
Deviations (ERDs), Observed Range Deviations (ORDs); and navigation solution (NAVSOL) data). 

ROUTINE DATA ANALYSIS 
Transferred MCS data, along with downloaded NIMA ephemeris and clock data, and published Notice 
Advisories to NAVSTAR Users (NANUS), are combined to generate 3 groups of periodic reports: 
weekly, monthly, and quarterly. 

The weekly report consists of an upload count plot (see Figure l), which shows the number of navigation 
uploads transmitted to each SV over the previous week. A health scan is also done, and only those 
uploads transmitted while the SV was healthy are counted. This report grew out of a contingency upload 
list which formerly was manually transcribed from crew Payload Systems Operator (PSO) log records. 
Reasons for excessive uploads are listed on the chart. Typical reasons €or additional uploads include AFS 
instability, momentum dumps,and eclipse season operations. 

I 

Weekly ERD plots (see Figure 2) are used to investigate reasons for extra uploads. These charts are 
compiled weekly, but not distributed due to their large file size. 
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Monthly reports include a constellation ERD summary, an upload count summary, an upload aging 
summary, and a NIMA vs. MCS clock stability comparison chart. The ERD summary chart (Figure 3) 
lists an average daily RMS value for the constellation (both with and without GPS IIR SVs included), 
along with a monthly average daily RMS summary by SV. Finally, notes describe the poorest and best 
performers in the GPS constellation. 

The monthly upload summary (Figure 4) shows the average number of uploads per day (while SVs are 
healthy) for the entire constellation for the past 6 months. Also included in this report are the daily 
upload statistics for each SV for the current and previous months. A table at the bottom lists SV outages. 

Monthly upload aging plots (Figure 5 )  are compiled each month for each SV over a two-week and 60-day 
duration for the period !2( months prior to the current month. In these reports, every upload built for 
each SV for the month is reconstructed and compared to NIMA precise ephemeris and clock data. Mean 
uploads for each SV are plotted. Over 6,000,000 data points are processed each month to generate the 
upload aging report. [ 11 

The NIMA vs. MCS comparison report is also accomplished on a monthly basis. This report compares 
the stability (Hadamard deviation) of the MCS Kalman clock phase estimates with the phase estimates 
derived through NIMA post-processing. This check is accomplished on a Windows-PC platform using 
Stable32 developed Hamilton Technical Services. Three examples are discussed in more detail in the 
next section. 

In addition to weekly and monthly reports, the quarterly reports contain a 90-day ERD summary for each 
SV (average and RMS daily statistics), and an overall ERD summary (see Figures 6 & 7). 

RESULTS OF DATA ANALYSIS 

NIMA Vs. Kalman Comparison 

Figure 8 is an example of a "good" stability comparison between NIMA and MCS Kalman data. In this 
case, the Hadamard deviation plots line up on top of each other for z > 2000s. For z < 2000s, there is 
some divergence, but as this occurs for every satellite in the GPS constellation, it is assumed that this is 
due to processing differences between the MCS and NIMA. 

Figure 9 is an example of a "poor" comparison between. NIMA and MCS Kalman data. In this case, the 
phase data supplied by the MCS Kalman filter indicates a more stable clock than NIMA's phase data. 
This is due to the process noise values (Qs) that are specific to that particular clock. As a clock's 
characteristics change over time, the process noise values are periodically updated. Since new process 
noise values are derived approximately once per quarter, it is possible that a frequency standard's current 
performance characteristics can be different than the performance characteristics as measured several 
months ago. 

Figure 10 is an example of intentional clock-ephemeris "cross corruption" of MCS Kalman filter states. 
In this case, the fiequency standard has known, time-dependent, periodic behavior. Since the MCS 
Kalman filter can not model periodic behavior in the clock states, the process noise values (Qs) are set 
artificially tight. In this manner, periodic behavior in the clock states is transferred to the ephemeris 
states. Although this results in the separate ephemeris and clock states being modeled improperly, the 
combination results in a more accurate navigation solution. 
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SVN 19 Frequency Step Analysis 

On May 25, 2000, SVN 19's Cesium Frequency Standard #3 experienced a frequency offset shift of 
approximately 2E-12 s/s. Frequency jumps, although not common, are on-orbit anomalies that 2 SOPS 
operators expect from time to time. Although there is nothing that 2 SOPS can do from a hardware 
perspective to minimize the effect of .such perturbations, proper MCS Kalman filter maintenance can 
ensure a minimal impact on navigation signal accuracy, as well as on the MCS crew workload. 

Each satellite's process noise values (Q's) are optimiTed for day-to-day operations, and do not take 
anomalous behavior such as frequency steps into consideration. In the case just described, it is the job of 
2 SOPS analysts to adjust the filter to allow for the frequency step. This is accomplished by re- 
initializing the clock process noise to a database value. This procedure is known as a clock "Q-bump!' 

The transferred Kalman data, along with a set of "truth" data (in this case post-processed NIMA data), 
provides valuable insight into this anomaly, its effects, and the 2 SOPS corrective action taken. Figure 11 
shows a plot of the phase-derived NIMA frequency offset estimates for SVN 19 during the timeframe of 
the frequency step. As seen in the figure, the frequency offset shifted at approximately 18:OO 2 on 
5/25/00. Also seen in this figure is the MCS Kalman filter frequency offset estimate before any filter 
maintenance was performed (Pre-Q-Bump). It is seen that the MCS filter frequency offset estimate did 
not react instantaneously to the frequency step (as discussed, the filter is designed for prediction purposes, 
and nominally does not expect a sudden shift in frequency). Once MCS operators observed the problem, 
a clock state Q-bump was performed. The figure shows how the filter adjusted its frequency offset 
estimate to fall in line with what actually occurred on the spacecraft. 

Figure 12 shows not only the NIMA (non-phase-derived, in this case) and MCS frequency offset 
estimates, but also how the MCS mismodeling affected the navigation signal. It is clearly seen that SVN 
19's navigation signal accuracy was degraded during the period of misestimation, and the MCS crews 
were kept busy re-uploading the navigation message. (New uploads appear as downward spikes in ERD 
data.) However, it is also seen that once the clock Q-bump was perfoFed and the spacecraft was 
uploaded with an adjusted navigation message, the ERD runoff was much less severe, and eventually 
performance returned to normal. This careful post-anomaly analysis allows us to refine operational 
recommendations and procedures to minimize navigation signal accuracy and GPS crew impacts. 

SVN 22 C-Field Tune Analysis 

The current operational method of changing a GPS frequency standard's output frequency is to tune its C- 
field. After a C-field tune is commanded, the previous MCS Kalman filter estimate of the clock frequency 
is incorrect, and a ranging error runoff will occur. To correct this error, 2 SOPS operators use navigation 
signal data collected at the MCS monitor stations to calculate the new clock frequency and update the 
Kalman filter's state estimates. 

Figure 13 shows data from a C-field tune which occured on SVN 22's Rubidium Frequency Standard #I 
on 6/15/00. As is typical in the case of a C-field tune, the spacecraft was set unhealthy to users (this 
timeframe can be seen as the shaded area in the figure). In this case, one can observe from comparing 
NIMA frequency offset estimates to MCS Kalman filter estimates that the MCS estimate was not optimal 
at the conclusion of the C-field tune and associated filter maintenance. Although the MCS estimate was 
close enough that the spacecraft could be set healthy, several additional navigation message updates were 
necessary during the first couple days following the event. ERD levels did not stay consistently low until 
the MCS estimate caught up with the actual frequency offset. 
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CONCLUSION 

The ability to transfer ‘Kalman filter data from the MCS to an offline system has proven to be extremely 
valuable to Boeing navigation payload analysts. This capability has provided insight into many aspects of 
GPS navigation payload analysis, in’cluding frequency standard trending and anomaly resolution. 
Although the transfer process is currently fairly cumbersome, plans for the future include an emphasis on 
ease of use and automation. It is hoped that the continued utilization and refinement of this data transfer 
process will assist Boeing in not only improving frequency standard analysis techniques, but in 
continuing to provide 2 SOPS and the user community the best overall GPS support possible. 
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Weekly Upload Count for Week 40,2000 
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Figure 1. Weekly Upload Count Chart. 
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Figure 2. Weekly ERD Performance Chart (SVN15). 
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Figure 3.  Monthly Navigation Performance Chart. 
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SVNl3 08109100 06.1 1 - 08/09/00 10.31 4 3  99.42% Delta-V 
SVN26 08M1100 05.55 - 08101 MO 11'21 5 4  9927% Delta-V 
SVN29 08f24100 16 45 - 08n4100 22 33 5 8  9922% IPO wm6 Reset 
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*I - SVNIS excluded from availabilily statistics; offline since July; awaiting disposal. 
7 - SVN44 only counted since operational @L?4/00 22:33). 

Constellation Availability: 99.92% ('2) 

Figure 4. Monthly Upload Count Chart. 
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NOTES: 
SVN16 Upload June 2000 UREs varied at 15 days from below 75 meters to over 1500 meters. 
SVN18 w a s  decommissioned during June 2000. 
Bad upload data from SVN32 w a s  edited out. 
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Figure 7. Quarterly ERD Constellation Performance Chart. 
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Figure 8. Example of “good” NIMA vs. MCS stability comparison. 
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Figure 9. Example of “poor” NIMA vs. MCS stability comparison. 
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Abstract 

The primary responsibility of the Time and Frequency laboratory of the CSIR-National Metrology 
Laboratory (CSIR-NML) is the maintenance of the South African time scale. To perform this 
duty, the highest level of accuracy in time transfer is required. To this end a multi-channel GPS 
receiver was developed in the Time and Frequency Laboratory, as  a replacement for the NBS-type 
single-channel receivers. This paper discusses the development of this Motorola-based GPS receiver. 

INTRODUCTION 

In 1998 the Time and Frequency laboratory of the CSIR - National Metrology Laboratory (CSIR-NML) 
had to decide on its replacement strategy for the NBS type Allan Osborne and Associates (AOA) TTR5 
and TTRSA single-channel Global Positioning System (GPS) timing receivers. These receivers would 
have stopped working at the GPS week rollover, which occurred on 22 August 1999 at Oh Coordinated 
Universal Time (UTC). It was extremely important to replace these receivers, as they formed the primary 
traceability link for time in South Africa at that time. 

Several options were available to the CSIR-NML. These included replacing the firmware of the AOA 
receivers, purchasing new timing receivers and designing and building receivers in-house. The 
replacement of the firmware of the AOA receivers was ruled out due to cost and the age of the receivers. 
The purchase of new timing receivers was ruled out due to cost. 

The most cost-effective solution to this problem was the development of new GPS timing receivers at the 
CSIR-NML. An additional benefit of this solution is the development of expertise in the operation of GPS 
receivers, generation of Consultative Committee on Time and Frequency (CCTF) Sub-group on GPS and 
GLONASS Time Transfer Standards (CGGTTS) GPS data format files, and interpretation of GPS timing 
results. Utilizing this solution also means that the GPS receiver could be upgraded with relative ease as 
new hardware becomes available, providing that the software interface remains compatible. An additional 
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motivation for choosing this solution is that several other laboratories around the world have decided to 
follow this route [ 1,2]. 

I PPS 
REFERENCE 

HARDWARE 

TIME iNTERVAL 
COUNTER 

Motorola has developed a GPS module specifically for use in timing applications, the model Oncore UT+. 
This module forms the basis for the GPS timing receivers designed and operating at the CSIR-NML. Most 
of the other timing centers use the older (and now discontinued) Motorola Oncore VP module. 

In addition to these modules, each receiver consists of a power supply, data interface, and a Pentium-class 
computer for downloading data and computing results. A counter in time-interval mode is used for 
measuring the offset between the GPS One Pulse Per Second (1PPS) and the reference clock IPPS (see 
Fig. 1). 

1 -  ..................................................................... 
1 

...................................................................... 
1 

Fig. 1 : Block diagram of GPS receiver 

The computers used are Pentium class machines, running either the Windows NT4 or the Windows 95 
operating system. The software development language used was Borland (now Inprise) Delphi 4, with 
serial communication components by Turbo Power Software. 

The counters used are Hewlett-Packard (now Agilent Technologies) model 53 13 1A counters. These were 
the lowest cost counters with sub-nanosecond resolution and remote programmability available on the 
market at the time. 
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SOFTWARE 

The software developed had to generate data files in the CGGTTS GPS data format [3]. For this to be 
possible, the contribution of each satellite to the timing solution generated by the receiver, had to be 
extracted. In addition, the offset between the reference and the receiver had to be corrected for the 
granularity of the receiver output. 

Both this correction (known as the negative saw-tooth error) and the individual corrections for each 
satellite are extracted fi-om the Motorola receiver using the ‘En ’ firmware command [4]. According to the 
CGGTTS directives, a Common View (CV) track is 780 seconds long, and has 52 data points, to which a 
leastsquares linear fit is made. Each data point is the mid-way value of a fit to 15 consecutive readings (1 5 
seconds) to which a quadratic least-squares fit is made. 

At present the software developed for the receiver only calculates the average Elevation, Azimuth, and 
Time Transfer values (Mid-point value, slope, and delta-sigma values). The UT+ module does not provide 
a raw data output, which means that the internally generated values of the receiver must be used to report 
the calculated values. The atmospheric corrections used are not available, although the module does have a 
feature to ‘turn the modeled ionospheric and tropospheric corrections on or off individually. Future 
versions of the receiver (most probably with new hardware providing raw data output) will include the 
modeled atmospheric corrections. 

The computer software downloads several of the binary protocol messages from the GPS module. It also 
receives the time-interval measurement from the time-interval counter. During initialization the offset 
between the reference and the GPS receiver is adjusted through a Motorola firmware command to be 
within a 200 microsecond wide window, centered at 300 microseconds. This window is maintained 
continuously, although it should never be exceeded during normal operation. This feature ensures that 
proper timing is maintained for the signals. The offset introduced is subtracted from the result in software. 

The first step is to correct the time-interval measurement for the negative saw-tooth error. This produces 
the corrected offset between the GPS receiver lPPS and the reference IPPS. The individual satellite 
contributions to the average lPPS output by the receiver is then extracted and each observed satellite 
offset is calculated. These values are calculated every second. 

If the receiver is within a common-view trackathe calculated values for each satellite is stored and the 
relevant values, calculated according to the technical directives in [3], is computed and stored. In addition 
to the CGGTTS data, a 5-second average value is also stored in a separate data file. 

The Motorola Oncore UT+ cannot be forced to track only one satellite, or set to track a specific satellite 
using a specified hardware channel. If a tracked satellite switches hardware channels during a track, that 
measurement is flagged as “bad:’ A comment is added after each recorded data track in the data file, 
stating which channel was used to perform the measurement. 

PRELIMINARY RESULTS 

More than a year of data is now available from each of the receivers, which were installed in the TF clock 
room in the week preceding the GPS week rollover. The calculated drift rates using the 5-second average 
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values and the GGTTS data files agree very well with the results calculated using the 3 s  Navigation 
R 100/30T multi-channel receiver (reference receiver) CGGTTS data. 

An offset has been noted between the Motorola and the reference receiver results, but it is not possible to 
determine the source of this offset at this time, as none of the CSIR-NML GPS receivers have been 
absolutely calibrated. A calibration receiver from the Bureau International des Poids et Mesures (BIPM) 
visited the CSIR-NML during 1999, and the results of this calibration are expected soon. Once the results 
are available, it will be possible to calibrate all the other GPS receivers of the CSIR-NML. 

In Fig. 2 and 3 below the results for one of the Motorola GPS receivers are shown for a week and a month. 
In Fig. 4 and 5 the results for the reference receiver is shown for the same period. 

MOT: HP5071A vs GPS on TF - GPSl 

516.70 51631 51632 51633 5 I634 51635 51636 51637 

MJD (2000-03-27 to 2000-04-02) 
. . ~ ~. ~~ __._ ~ ~ .~ ~~~~ 

Fig. 2: Motorola data for MJD 51630 to 5 1636. 

The weekly data plot is generated using all full (duration of 780 seconds) tracks for the observation period, 
with the full dataset being filtered using a 3-sigma filter. An additional constraint is placed on the 3-sigma 
filter, that being a maximum allowable standard deviation of 1 microsecond (at present). 

The monthly data plot is computed using all full (duration of 780 seconds) tracks for the observation 
period, with the daily average and standard deviation being computed from a 3-sigma filtered subset of the 
data (each subset is 1 day’s data). The 3-sigma filter has an additional constraint, this being a maximum 
allowable standard deviation set at 1 microsecond (at present). 
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MOT: HP5071A vs GPS on TF - GPSl 
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Fig. 3: Motorola data for March 2000. 
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Fig. 4: 3 s  Navigation R100/30T data for MJD 5 1630 to 5 1636. 
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3s R100/30T: HP5071A vs GPS 
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Fig. 5 : 3 S Navigation R100/30T data for March 2000. 
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Fig. 6: Daily averages of offset between 3s Navigation R100/3OT and Motorola receiver. 
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The offset between the two receivers for March 2000, as shown in Fig. 6, was found to be -151.2 ns, with 
an uncertainty of 63.6 ns. The uncertainty was calculated using the average uncertainty for each receiver, 
combined in a roohumsquare fashion with the uncertainty for the offset, which was 8.4 ns. This is not the 
best method for determining the offset, as the values are most probably not statistically independent. 

The relative high noise on the results obtained can be attributed to a number of effects. Since no detail 
study of these differences have been made, it is not possible to pinpoint the sources of these differences. 
One or more of the following can contribute to these differences: Motorola antenna not temperature 
compensated, cables exposed to direct sunlight in daytime, position of Motorola antennas not known with 
very high accuracy, inaccuracy of ionosphere and troposphere correction models in one or both receivers, 
and perhaps some others. 

FUTURE WORK 

Further development of the Motorola-based GPS receivers are underway. The new M12 Oncore receiver 
from Motorola is being evaluated at present. This module may be a worthwhile replacement for the 
discontinued VF’ Oncore receiver, used in many parts of the world as the engine for GPS timing receivers 
It is hoped that the MI2 will overcome some drawbacks of the UT+ Oncore. 

In parallel to the Motorola Oncore M12 evaluation, an investigation of the capabilities of the u-Blox MS-1 
receiver module is underway. This receiver uses the SiRF chipset, and can output raw GPS data. A project 
is also underway to build a low cost temperature-stabilized antenna (TSA), based on the patch antennas 
available fiom Motorola, as these TSAs reduce time transfer uncertainties considerably [ 5 ] .  

DISCLAIMER 

Certain trade names and company products are mentioned in text of this paper. In no case does such 
mention imply recommendation or endorsement by the CSIR - National Metrology Laboratory, or the 
CSIR, nor does it imply that the products are necessarily the best available for the purpose. 
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Abstract 

On 1 May 2000, the White House issued a presidential directive for the Global Positioning System 
(GPS) to turn 08 Selective Availability (SA) on 2 May 2000. For nearly a decade, authorized user 
performance of one-way synchronization via GPS has improved every single year. This paper provides 
an annual assessment of how well the Global Positioning System can predict and disseminate UTC 
(USNO) to these specified users, based on data generated and processed by the United States Naval 
Observatory (USNO). And, because the recent Presidential directive now permits civilian timing 
users to exploit nearly the same, impressive time transfer accuracy of GPS, these annual metrics 
now oaer a fairly representative performance assessment for both military and civilian timing users. 

INTRODUCTION 
Many worldwide users of precise time utilize “one-way” GPS time transfer, also known as “direct- 
access” GPS time transfer. In the direct-access GPS technique, a user can access a globally available 
common time reference, UTC(GPS) [l], by employing only one receiver and taking advantage of the 
available information in the broadcast GPS navigation message [2]. UTC(GPS) is GPS’s real-time 
prediction of UTC as maintained by USNO, known as UTC(USNO), and UTC(GPS) is traceable to 
UTC(USN0). Empirically, this traceability has recently been at the 6-7 ns (1 sigma) level. The 
worldwide availability of UTC(GPS) satisfies the intent of both Presidential and congressional mandates 
to actively promote GPS as a global standard [3,4]. 

Direct-access GPS time transfer is mandated by the Master Positioning, Navigation and Timing Plan, 
[CJCSI 6130.01bl as the primary means for all Department of Defense (DoD) systems to access precise 
time [SI. Direct-access offers advantages over point-to-point time transfer techniques (GPS common 
view and TwcFWay Satellite Time Transfer) that are most uselk1 for military or military-related systems. 
Though point-to-point techniques are suitable for high accuracy applications, direct-access GPS time 
transfer doesn’t require station-to-station communications between users and other ground receiver 
systems. Thus, direct-access GPS users can operate autonomously, in anonymity. Direct-access GPS 

‘The terminology “UTC(GPS)” is inconsistent with internationally accepted timing nonienclature in which the abbreviation in 
parentheses following “UTC” is meant to refer to a timing laboratory that contributes clock data to the formation of the international 
standard UTC(B1PM) and is steered to UTC(B1PM). The clocks used to create the independent GPS time scale are not used in the 
formation of UTC(B1PM) and GPS timing information is steered to UTC(USN0). The terininology “UTC(GPS)” used by the authors 
does not appear in U.S. Air Force documentation. -the Editor 
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time transfer has become a significant service for a diverse array of both military and civilian 
applications. 

The United States Naval Observatory (USNO) performs around-the-clock monitoring of the GPS 
broadcast of time. USNO monitors thee main time scaledreferences: 1) individual satellite time, 2) GPS 
ensemble time (the GPS Composite Clock), and 3) UTC(GPS). USNO currently employs keyed dual- 
frequency (L1 and L2) receivers, capable of tracking P(Y)-Code, to perform this monitoring hct ion.  
USNO forwards daily time transfer information, gathered and processed from these receivers, to the 
GPS control segment, which is operated by the 2d Space Operations Squadron (2 SOPS). 2 SOPS, in 
turn, uses theseUSNO data to, among other purposes, keep UTC(GPS) aligned with, and traceable to, 
UTC(USN0). 

As many know, not all GPS time transfer receivers are key-able, and therefore, not all GPS receivers can 
track P(Y)-Code. These civilian, or “unauthorized:’ receivers may not realize the same performance 
that keyed,’ or “authorizeq’ sets benefit from. In particular, since the granularity of the civilian CIA- 
Code is a factor of ten worse than P(Y)-Code, some civilian users may experience slightly less accuracy 
than military users; however, some manufacturers have, for the most part, overcome this accuracy 
reduction with digital tracking algorithms. Also, the inability to track POI)-Code can translate into the 
unavailability of duakfrequency ionosphere measurements; however, techniques, such as codeless dual- 
frequency, exist to produce ionospheric measurements that are almost as good as those produced by pure 
dual-frequency code tracking. 

Additionally, users who choose to augment GPS receiver systems with atomic frequency standards and 
all-in-view processing techniques can realize even further improved performance. This paper exclusively 
reviews the recent performance of direct-access GPS time transfer for authorized users in a fixed 
[surveyed] location scenario. 

CURRENT TIME TRANSFER PERFORMANCE 

Figure 1 shows a plot of the daily UTC(GPS)-UTC(USN0) time transfer root-mean-square (RMS) and 
average (AVGERR) errors for January 1999 through September 2000. This metric essentially indicates 
how well GPS is predicting and delivering precise time for the DoD. During this period, the time transfer 
was 6.32 ns RMS. That is, a fixed-location authorized user, tracking one satellite at a time, typically 
obtained DoD precise time with an accuracy of about 6.32 ns, 1 sigma. These numbers will not 
necessarily represent typical error figures for all users, particularly if certain users operate unauthorized 
receivers, have significant surveyed location biases or calibration errors, or experience unusual problems 
with multipath, troposphere modeling, or environmental stability. 

Numerous enhancements at both the GPS Master Control Station (MCS) and USNO have contributed to 
this level of performance, well below the UTC(GPS)-UTC(USN0) budget total of 28 ns (1 sigma), listed 
in the USN0/2 SOPS interface control document, ICD-GPS-202 [q. The GPS Program Office is 
currently reviewing documentation related to this error budget. Recently, USNO agreed to reduce its 
Measurement calibration uncertainty allocation from 12 ns (1 sigma) down to 3 ns (1 sigma) [ I .  
Assuming the other contributing error budget components remain unchanged, this USNO change would 
drop the overall error budget from 28 ns (1 sigma) to 25.5 ns (1 sigma) [8]. See Figure 2. 
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GPS-UTC(USN0)’ PERFORMANCE 

A critical element in the delivery of UTC(GPS) to users is the GPS timescale, called the GPS Composite 
Clock, labeled herein simply as GPS. Typically, direct-access GPS time transfer users obtain satellite 
time by locking onto a broadcasting GPS vehicle, subsequently obtain GPS time by correcting for satellite 
clock offsets in subframe 1 of the navigation message, and finally obtain UTC(GPS) by applying GPS 
UTC(USN0) corrections in subframe 4, page 18 of the navigation message. [2]. 

The stability of GPSUTC(USN0) significantly affects the performance of UTC(GPS)-UTC(USNO), 
and usually serves as a second indication of how well GPS is delivering precise time. The daily GPS- 
UTC(USN0) offsets, corrected for leap seconds, for January 1999 through September 2000, are 
displayed in Figure 3. GPS remains well within ICD-GPS-200’s specification for IGPSUTC(USNO)I, 
1000 ns, corrected for leap seconds [2]. 

It is important to note that, contrary to popular opinion, GPS time was never designed to represent the 
DoD’s precise time source, UTC(USN0). Rather, GPS time serves as a stable timescale internalto 
GPS. For this reason, GPS time is not tightly synchronized to UTC(USN0). Instead, the MCS steers 
GPS time only to keep its offset from UTC(USNO), corrected for leap seconds, within the limits of the 
1000 ns specification. GPS time steering is currently significantly below the noise level of GPS time 
itself, over satellite upload prediction spans. With this level of steering, the MCS is easily able to meet the 
1000 11s specification without significantly degrading the stability of GPS time. By the way, users who 
want GPS’s closest prediction of UTC(USN0) should make use of UTC(GPS), obtained by using the 
timing information in subframe 4, page 18. 

GPS TIMESCALE STABILITY 

The stability of IGPSUTC(USNO)I, based on daily GPSUTC(USN0) data points provided by USNO 
from October 1999 through September 2000, is presented in Figure 4. The 1 -day stability for 2000, 
1.53 E-14, is consistent with typical performance demonstrated in recent years. 

Note how the Allan deviation slope gradually changes to -1 at a tau value of around 10 days, indicating 
the finite bounding of GPSUTC(USN0). Additionally, note that the effective instability caused by GPS 
steering, at most, never approaches the inherent noise level of GPSUTC(USN0) for tau = 1 day. One- 
day stability is especially important, since 1 day is the nominal GPS navigation upload prediction span. 
These indicators again demonstrate the effectiveness of GPS’s time steering algorithm-long-term 
synchronization at a very small sacrifice to short-term stability. 

Also shown within the same figure is a plot of the stability of UTC(GPS)-UTC(USNO), showing the 
superior long-term (tau > 1 day) stability of UTC(GPS) as compared to GPS time, highlighting a 
difference between the purposes of GPS time and UTC(GPS). GPS time is designed for stability over 
nominal satellite upload prediction spans (0-24 hours); UTC(GPS) is designed to deliver a prediction of 
UTCOJSNO). The superior long-term stability of UTC(GPS) as compared to GPS time is a byproduct of 
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this design. However, UTC(GPS) does exhibits inferior short-term (tau < 1 day) stability as a result, 
because of the additional uncertainty of the subframe 4, page 18 time transfer parameters. 

NEAR-TERM ENHANCEMENTS 

Under current operations, 2 SOPS downloads USNO-generated time transfer information once per day, 
shortly after 1500 UTC. 2 SOPS utilizes a 486-based computer, connected to a voice phone configured 
as a modem, and software written in-house. This current setup is not officially integrated into the MCS 
architecture, and therefore has no maintenance support or configuration control/management. Given the 
criticality of GPS’s time transfer mission to the world, the community is currently pursuing the 
establishment of a more formal interface between USNO and the MCS. 

Several agencies, including the GPS Program Office, the Aerospace Corporation, 2 SOPS, USNO, and 
the National Imagery and Mapping Agency (NIMA) have recently participated in technical discussions of 
possibilities for formalizing a USNO-MCS data transfer interface. The discussions have covered 
possibilities that would make use of the SIPRNET secure network and/or existing communication lines 
between USNO, NIMA, and the MCS, to pipe USNO data into the MCS in near-real time. 

The establishment of a near-real-time data interface between USNO and the MCS opens up possibilities 
for optimizing GPSUTC(USN0) predictions in the MCS. Under current operations, the MCS predicts 
GPS-UTC(USN0) using the two most recent daily estimates of GPS-UTC(USNO), generated by 
USNO using a least-squares fit on a 37-hour batch of individual satellite tracks based on broadcast 
parameters. 

Were the MCS, in the future, to obtain the individual tracks in near-real time, the MCS would experience 
major benefits. In particular, near-real-time transfer of these satellite tracks would permit the MCS the 
ability to apply corrections for known observables in MCS files, which are, in particular, the MCS 
Estimated Range Deviations (ERDs). Applying these corrections would refine the quality of individual 
satellite tracks by removing known broadcast errors. The MCS would, in turn, send these refined tracks 
into a two-state Kalman filter designed to optimize estimation and prediction, tailored for the noise types 
and levels inherent to the system. In essence, optimized estimation and prediction of GPSUTC(USN0) 
means that each satellite upload would have the most current, and accurate parameters in subframe 4, 
page 18 of the navigation message. Translation-an optimization of GPS’s delivered prediction of 
UTC(USN0). SeeFigures 5 and 6. 

Additionally, near-real time data availability would permit around-the-clock direct access GPS time 
transfer performance monitoring. The MCS monitors satellite ranging performance around the clock, it 
does not currently have the ability to similarly monitor time transfer or GPS timescale stability. A 
formalized, near-real time data interface between USNO and the MCS would change this. 

The security, documentation, programmatic, and support issues associated with the establishment of a 
formalized data interface are not insignificant. Ultimately, the community’s realization of the critical 
dependence of GPS time transfer mission on the USNO-MCS interface will dictate the priority of 
establishing formality to this data interface. 

140 



LONG-TERM GOALS 

In order to satisfjr the intent of both Presidential and Congressional mandates to actively promote GPS as 
a global time standard [3,4], a change in the GPS time transfer paradigm must occur. The perception that 
GPS is a noisy transponder of UTC(USN0) must change. In reality, GPS provides an independent time 
scale [GPS time] and a prediction of the offset between GPS time and the DoD Master Clock. Because 
direct-access GPS time transfer users apply this predicted offset, broadcast in subframe 4, page 18, these 
users are, in effect, realizing UTC(GPS). The operational and hardware changes required to realize the 
vision of GPS as a distributed space-based clock are minimal. These changes will be documented in a 
follow-on paper which will be offered to the PTTI Manager, the GPS Joint Program Office, the 
Interagency GPS Executive Board and the National and International timing communities for their 
consideration. The goal of this dialog is to reach consensus on the roadmap and technical end states 
for GPS Time Transfer. These actions will be a part of on-going implementation of the GPS Presidential 
and Congressional direction to make GPS useful to civilian users around the world. 

CONCLUSION 

Worldwide civil and military applications are just beginning to realize the power and utility of GPS as a 
space-based common time reference. 2 SOPS and USNO, along with other agencies, have sustained the 
outstanding performance of UTC(GPS) and remain committed to improving GPS time transfer in the 
future. In the near term, the formalization and automation of the USNO-MCS data interface to an 
around-the-clock operation will enhance the integrity and performance of UTC(GPS). In the long term, 
many in the community anticipate that the Global Positioning System will gain acceptance worldwide as 
an independent, space-based distributed clock. 
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Abstract 

1 report results of GPS time transfer relized in France between the BNM-LPTF (Bureau National 
de Mktrologie-Laboratoire Primaire du Temps et des Frkquences) at the Paris Observatory (OP) and 
Besangon Observatory (OB) using an Oncore UT+ receiver, Motoro2a’s last evolution of precise - t’ ime- 
capable GPS receivers. So-called “melting pot” measurement sessions, where all visible satellites are 
tracked to produce one average time measurement, were conducted and are reported on. A solution to 
overcome the poor set of controlling commands of the early versions of the UT + to lead single-satellite 
common-view is presented, together with experimental data. The performance reached by the two 
methods i s  discussed against their respective constraints. Performunce is evaluated by comparisons 
with data acquired through classical time dedicated GPS receivers (Sercel NRT2 and A 0  TTRS). 
An operational solution allowing frequency comparisons to the French national standards at the level 
of a few IO-14 over a I-day averaging time, based on UT+ melting-pot measurements, is presented. 

INTRODUCTION 
For several years now, the Observatory of Besancon has been operating GPS links to  
national time standards, for both academic and industrial laboratories. Two different 
categories of hardware are involved in the realizations of these links : 

time dedicated “ c l a ~ s i c a l ~ ~  receivers: 

all-purpose, small format , cheap receivers, but with comparable metrological per- 
fomances. 

Among the last category, Motorola’s Oncore receivers have been shown to exhibit sur- 
prising metrological qualities [1l that have triggered the interest of the time & frequency 
community. The VP oncore has been the most achieved realization and it has been 
tested and utilized by a certain number or teams throughout the world for the past 
years. 

One of the reasons for its success was, apart from its good time capabilities, a very 
complete internal software command set offering a wide control over the behavior of the 
receiver, and the availability of raw navigation and timing data  allowing for example 
multichannel operations PI, testing of ionospheric models [3l,or quality time services PI. 
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Unfortunately, the VP has been discontinued and replaced by the U T + .  If the intrin sic 
timing capabilities of the U T +  seem to be a t  least as good as the VP’s, the same cannot 
be said about the internal software. Only a reduced command set is available and it 
excludes all raw navigation and timing data  ; with the early released units (internal 
software version prior to  3.0, July 1998) it was even impossible to assign a given 
satellite to a given channel; thus,following a schedule as BIPM’s was impossible. So 
before 3.0 units appear, a method to  overcome these weaknesses has been developed 
and is presented here. 

COMMON-VIEW TIME TRANSFER 
Workarounds to UT+ Reduced Command Set 

Receiver with a software version 3.0 and on 

Common-view time transfer with the U T +  looks impossible,since this unit lacks the 
commands controlling satellite ID-to-channel assignment. Fortunately, latest versions 
of the receiver internal software (software version 3.0 and on) have support for an 
“ignore satellite” command that allows the user to  set an ignore list; ignoring all but 
the desired SV allow easy following of a standard common-view schedule. 

Receivers with a software version prior to 3.0 

Even receivers with an older software version can be under certain conditions used in 
common-view conditions:: in this case, it is possible to  achieve these kind of mea- 
surements between two stations by using one of the rare feature provided by the unit, 
that  is t o  set a satellite elevation mask angle that  allows only those satellites with 
an  elevation above this mask angle to be tracked. By choosing an appropriate mask 
angle, it is sometimes possible to  have the receiver track only one satellite (the highest 
satellite in view, of course). Provided the second station is not too far away, there are 
some periods of time during which one and the same satellite is the highest visible 
satellite a t  both sites and then can be tracked in common-view at both locations. 

Scheduling in this case implies that each site , h a s  the ability t o  predict satellite 
elevations with a precision below 1 degree. This can be achieved using the satellite 
ephemeris set contained in the almanac data,  that  the U T +  can provide on demand. 

Of course there are a number of situations where such scheduling gives no solutions, 
the constraints on the scheduling process are the following: 

0 The granularity of the mask angle that can be specified to  the U T +  is 1 degree 

The  satellite elevation output by the receiver (and that  serves to  decide whether 
or not a satellite is above the mask angle and,hence, whether or not it will be 
tracked) can eventually show a somewhat bizarre behavior (for example for a 
rising satellite, the elevation output may happen to be successively 29, 30, 29, 30, 
31,. .  degrees) that can lead to no satellite being tracked if the mask angle has 
been set a t  30 degrees. 

0 The duration of a common-view session (which has been set to a standard 13 
minutes); this duration is the time during which the highest satellite in view must 
remain the same a t  both sites. Of course, the probability that this condition can 
be fullfilled decreases as the length of the session increases. 
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From these constraints, I elaborated the scheduling algorithm whose description fol- 
lows. 

The goal of the algorithm is to  output a series of dates representing the beginning of 
tracking sessions, associated to a pair of mask angles, one for the local site, one for 
the remote site; the algorithm may be run periodically, e.g. each day at  both sites. 

The algorithm examines for each minute the constellation of visible satellites and makes 
some tests to see: 

1. Is there a satellite whose elevation is 'really' above the other satellites' 

(a) if yes, is it the same situation at  the remote location ? 
i. if yes, will this situation have at  least a duration greater than the scheduled 

examine what the configuration will be in, say 13 track length (i.e. 
minutes if we adopt that  track length) ? 
A. if yes, add the selected date to  the schedule. 
B. if no, examine next minute. ' 

ii. if no, examine next minute. 
(b) if no, examine next minute. 

Here is a sample of the output of the algorithm for a given MJD: stations are OP  
(Observatoire de Paris) and OB (Observatoire de Besanson) 324 km southeast from 
Paris. 

SchedBuiPdSchedule: (SCV) 14 22 09 41 42 
SchedBuildSchedule: (SCV) 14 36 09 42 43 
SchedBuildSchedule: (SCV) 14 51 09 43 44 

SchedBuildSchedule: (SCV) 22 38 03 66 44 
SchedBuildSchedule: (SCV) 22 53 03 67 44 
SchedBuildSchedule: (SCV) 23 07 03 68 44 

. . .  

First 2 numbers are the time UTC of the beginning of the track; next is the satellite 
PRN, then an index,and finally the index of the next scheduled track. The index shows 
that 68 tracks can be scheduled in day (this number does not significantly change 
over time for a given pair of stations). 

Other tests have given similar results between 

1 

1. O P  and a station located 700 km south (average of 56 daily tracks); 

2. OP and a station located 500 km west (average of 61 daily tracks). 

Single common view experimental results 

Figure 1 shows 2 sets of data: one acquired with classical GPS receivers ( A 0  TTR5 

'By really, I mean without ambiguity considering the constraints mentioned above about the 'granularity' of the 
mask and the uncertainty on the satellite elevation as output by the receiver. In practice, 'really' means that the 
elevation difference between the highest satellite and the one whose elevation is immediately below is at least 2 degrees. 
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at O P  and Sercel NRT2 at OB) following BIPM’s standard schedule: the second set 
of data  was acquired using 2 U T +  units following the above described common-view 
schedule. Each point represent a 13-minute tracking processed as recommended by the 
CCDS. All the U T +  receivers that  were used have a software version 2.2, and do not 
support the ‘‘ satellite ignore” command, making standard common-view scheduling 
impossible. Of course, the acquisition dates have no reason to match between the 2 
sets. The  two sets are in good agreement. The average slope is -2.35 ns/day with the 
TTR5/NRT2 receivers and -2.42 ns/day with the U T +  receivers. The latter are a 
little bit more noisy, with an rms of 7.8 ns versus 5.6 ns for the TTR5/NRT2. These 
da ta  have been recorded before removal of the SA, but it has negligible influence on 
such short baseline links when operating in common-view. These results confirm that 
the U T +  timing capabilities are very similar to those of the V P  oncore unit PI. 

MELTING-POT TIME TRANSFER 
Receiver Set up 

The different receivers used where: 

at the BNM-LPTF (OP): 
torola U T +  GPS receiver (ut+op) 

a t  Observatory of Besanson (OB): 
motorola GPS receivers (ut+obl,  ut+ob2, ut+ob3) 

1 Allen Osborne T T R 5  GPS receiver (ttr5op), 1 mo- 

1 Sercel NRT2 GPS receiver (nrt2ob) and 3 

The time reference a t  the BNM-LPTF is UTC(OP), realized by a HP5071A, and 
Cs172(OB) a t  OB, both being realized by HP5071A-001 cesium clocks. Data acquisi- 
tion with the ttr5op, nrt2ob receivers of course follow the BIPM standard common-view 
schedule, extended to  86 daily tracks. On the U T + ,  data  acquisition was scheduled a t  
the same dates in order to provide simultaneous measurement results, thus simplifying 
postprocessing. 

Melting-Pot Experimental Results 
Figure 2 allows comparisons between U T +  melting-pot time transfer and common-view 
da ta  obtained with classical time-dedicated GPS receivers. Figure 2 shows three sets 
of data,  all being measurements of the difference between U T C ( 0 P )  and Cs172(OB) 
(HP5071A-001); da ta  from the upper plot __ have been obtained through the pair of 
receivers (ut+op, ut+obl ) ,  while the lower plot was obtained with (ut+op, ut+ob3); 
the third plot has been derived from data  obtained via (ttr5op, nrt2ob). 

For each set of data  the standard deviation is indicated for each period of 24 hours. 
It ranges from roughly 4 to 6 ns for (ut+op,ut+obl);  it is a little lower for 
(ut+op,ut+ob3) around 4 ns and still lower around 2.5 ns for the time dedicated 
receivers. The next 2 figures show the Allan deviation (together with a multivariance 
fit and the associated confidence interval) for (ut+op,ut+obl) and (ttr5op,nrt2ob); 
the lesson of these plots is that the U T +  is suitable to perform frequency transfer at 
the level of or better for an averaging time of 1 day. 

OPERATIONAL CONSIDERATIONS 
A system based on common-view GPS measurements with low-cost receivers has been 
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operational a t  the Observatory of Besanson since 1998: laboratories can link their 
frequency reference to  the national standards at the BNM-LPTF, under the control of 
the french standards authority BNM (Bureau National de Metrologie) and COFRAC 
(COmite FRAncais d’accreditation). The original system (still in operation ) uses the 
VP  oncore and the BIPM common-view schedule. In the new version, the VP  is re- 
placed by the U T +  and melting pot operations where data  acquisition are synchronized 
to  the BIPM schedule, simplifying possible comparisons with other common-view data  
sets. The supporting operating system MSDOS has been replaced by a Linux platform, 
(see annex for details), which provides much more flexible operations. From the final 
user point of view, operations can now be virtually completely automated. Data can 
be sent to  the reference laboratory on a regular basis (a periodicity of one week seems 
reasonable) either through a direct modem line or through (permanent or on-demand) 
IP connectivity. Data are then processed and linked to  the national standards and 
results can then be downloaded by the user using the same link. An official certificate 
is then issued on a monthly basis. 

CONCLUSION 

We have shown that  the U T +  can be used to  compare frequencies a t  the level of a few 
for a one day averaging time. Common-view and melting-pot operations have 

been shown to  have roughly the same performances. In the latter case, the BIPM 
schedule can be discarded, even if, for compatibility considerations, tracking times 
are still derived from it. A way of linking one’s frequency to  theFrench national 
standards has been built around this hardware and requesting laboratories will install 
the  first operational systems in December 2000. Important software evolutions and 
new opportunities have permitted to  offer to  the final user highly simplified procedures 
ensuring proper da ta  processing and a more user-friendly graphic interface together 
with enhanced monitoring capabilities. 
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ANNEX Some considerations about software solutions to operate 
one (or more) UT+ and a GPIB board under Linux 
Operating system and language 

As mentioned in the paper, the early version of the system runs under MSDOS. 
MSDOS is reliable for what it can do, but is now kind of a Jurassic OS: not multitask, 
not multiuser and all the consequences. From MSWindows and Linux, we choose the 
latter for reliability, flexibility, and free access. Programming language is C. 

User interface 

The graphic user interface was developed using glade (http //glade p n  erg); glade is basically 
a graphic frontend to  ease graphic interfaces creation. It outputs a bunch of boring C 
code, that  it is still possible to  manually modify in case of problems. 

The  controlling software that was obtained allow remote control of the unit, provided 
IP connectivity to  the remote unit. This is a very valuable and time sparing 
option when testing units a t  different sites. 

Figure 5 shows a screenshot of the user interface; gnuplot, a free plotting software, 
can be used to  continuously and graphically monitors the da ta  being taken, allowing 
a quick detection of problems. 

exists 

Time interval counter, GPIB operations 

Controlling the time-interval counter often involves the use of the GPIB bus. Unfor- 
tunately until recently, GPIB board manufacturers did not offer GPIB drivers for the 
Linuxplatform. The only known possibility was the driver developped as part of the 
Linux Lab project; still it is limited to  2.0 kernel versions and seems to be no longer 
supported. National Instruments has started the development t of a Linux driver for 
its PCI GPIB card. This driver was used for this experiment. It showed no problem 
except for the IRQ processing; further tests are needed to  check whether or not the 
driver is the cause of the problem. Anyway, this is not a real concern as far as only 
one measurement has t o  be acquired each second. 

For now, our software supports Stanford Research SR620 (serial port) and Hewlett- 
Packard HP53132A time-interval counters, but alternate counter support could be 
added very easily. 

Contact the author for further details. 
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Figure 1: Common- view UT+ measurements compared to common - view NRT2/AOTTR5: 
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Figure 2: Melting - pot UT+ measurements compared to common - view NRTB/AOTTR5: 
(2 different UT+ units were used at OB) 
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Abstract 

GPS timing plays a critical role in modern practice of time errors estimate and synchronization. 
Big noise of the GPS-based measured data and inherent non-stationarity of a time error cause 
major difficulties here. In spite of theoretical separation of tlie application fields for the filters 
(stationary and non-stationary signals), GPS-based time error processes require more explicit 
practical answer. Indeed, what process may be practically treated as a stationary one and, to 
opposite, how to recognize a non-stationary case? In this report we answer these questions by 
numerically and show that for the same transient time the following filter should be used to get 
the best accuracy for the known initial fractional frequency offset yo (time error rate) of oscil- 
lator, namely an average snzootlter for \ yo  I < r, , the Wiener filter for r, 5 (yo 1 5 r, , and the Kal- 

man filter for r2 < 1 Y o  1, where rl and r2 are coordinates dependent on the required accuracy. We 
prove this conclusion by the example of a time error estimate of the rubidium standard based on 
the reference tinting signals of the Motorola GPS UT+ Oncore Timing receiver. 

INTRODUCTION 
GPS timing plays a critical role in modern practice of time errors “on-line” estimate and synchronization. 
Major difficulties here are caused mainly by big noise of the measured data provided by GPS receiver and 
inherent non-stationarity of a time error. Statistically, once a random signal exhibits stationary nature, then 
the optimal Kolmogorov-Wiener approach (Wiener filter [ 11) is efficiently used and, conversely, the Kal- 
man-Bucy technique (Kalman filter [21) yields tlie best estimator for the non-stationary random signals. In 
spite of both approaches all cases, test and measurement still use an average 
smoother [3] owing to its transparency and sinall variance, and despite of an estimate bias caused inevita- 
bly by non-stationarity. 

evidentally covering 

Modern timekeeping systems employ all three filters. Observing them even in the past Proceeding of 
PTT1’99, we realize that, for instance, to detect the failure of a single satellite clock three different space- 

157 



segment timekeeping subsystems are designed [4]. Two subsystems use a direct average and the three-state 
Kalman filter is implemented in the third case,yielding the most accurate estimate as compared to the aver- 
age filters. In the synchronization algorithm for the WAAS network they are based on the two-state Kal- 
man filter [ 5 ] ,  providing a control error of 50ns. The same two-state filter was used in the new steering 
strategy for the USNO Master Clock[6]. Contrarily, while steering the cesium-based primary clock of the 
Geo Uplink Subsystem they employ an average smoother [7]. Finally, to estimate a time error of the master 
clock for the WAAS test transmissions the algorithm was designed based on the IIR digital filter of the 2"d 
order [SI, which may be considered as a non-optimal Wiener filter. 

The result is following, for rather the same quality master clocks and time errors the different estimators 
are used, and it seems obvious that aiming to obtain the smallest estimate and synchronization error, one 
must follow the rules to select the filter in the optimal way. To work the rules out for the GPS-based time 
error processes, first, we must realize what process may be practically considered as a stationary one and, 
conversely, how to recognize a non-stationary case? Finally, what type of the digital filters should be used 
to be the most accurate in practice for the certain transient time and known rate of change of a time error 
caused by the crystal oscillator, rubidium standard, cesium standard, or even hydrogen maser? 

In this report we answer the questions in the following way. We numerically study all three filtering algo- 
rithms based on an average smoother, the Wiener and Kalman filters for the same common transient time 
tl, taken as an average time of a smoother. We then simulate the GPS-based time error raidom process with 
a constant initial fractional frequency offset yo between reference and local oscillators and study the filter- 
ing errors for the proper yo . In this way we determine the ranges for y o ,  in which each filter exhibits a 
minimal either total (RMS variance plus mean bias) or a maximum error. We show that for the same t,, the 
following filter should be used to get the best accuracy, depending on yo : 

Average smoother is for the range of I y 0 l  < 

Wienerfilter is for r, I 1 
Three-state Kalman filter is for p; < l y 0  1, 

1 I r, , and 

where rl and r2 are determined for the total error as rlf and r2[, and for the maximal error as rlnl and r ~ , , ~ ,  re- 
spectively. Because processing time influences the error strongly then we study the errors for the different 
tl,, finding out correspondent dependencies y1,*( tr , )  and presenting the simple approximation function 
r, = all,;' , where i lt,2t,lm,2m, and a, is a constant. 

We, finally, consider the example of the filter selection to get the most accurate estimate of the time error 
of the rubidium standard with known yo employing the Motorola UT+ Oncore receiver. First, through the 
equality yo = art,;,' ' we establish the critical transients for the total and maximal errors, tCrl, , t,, 21 and t,, I,,I , 
t t , , , , l ,  respectively, and expect that an average smoother will give the smallest error for t,, <tr , , ,  or 
t,, < t ,,,,,, , the Wiener filter should be the most accurate for t f r l ,  < t,, < tlrZ1 or t ,,,, < t,, < t ,  2,,, , and, finally, 
the Kalman filter must be the best for tOzr < t, or t,,z,n < t ,  . As a matter of the fact we conclude that the 
methodology holds true at least for the considered case. 

MATHEMATICAL MODELS OF THE SIGNALS 
Consider mathematical presentation of a timing signal of local oscillator and a noisy time error. 
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An Oscillator Timing Signal 

A model of total instantaneous phase @(t) of oscillator is truly legalized in [9] as 
(1) 

where: Bo is initial phase offset, 
yo is the fractional frequency offset from the nominal frequency v,,, (mainly due to finite fre- 

quency settability of the clock), yo[ in ns/hour] = 3 . 6 ~  yo[in parts of lo"*], 
D is the linear fractional frequency drift rate (basically representing oscillator aging effects), 
cp(t) is the random phase deviation component. 

@(t) = Q o  + 2nv,, (I + y,)t + 7CDV,,,,t2 + cp(t), 

While subtracting from (1) the same type phase model of a reference source and then dividing the result by 
~ X V , ~ ~ ~ , , ~  , one comes to the time error error model 

In (2) one can also take that all the degradation sources yoJef, DJef, and cpJekt) of the reference source are 
negligible as compared to those of the clock under test. As a result, the x(t)  inodel reduces to the practical 
form of a time error of local oscillator 

A Noisy Time Error 

Basically, we measure a time error x(t)  in discrete time, providing values x, for discrete time points t ,  for 
the constant time interval A = tv - where v = 0, I ,  2, , . . . GPS-based measurements add a noise to a time 
error, which has a normal histogram, thus, may be modeled as a Gaussian noise. Both a time error and a 
noise are summed (3) allowing presentation of a measured noisy time error (observation) and a clock state 
with respect to (3) in the matrix form as follows 

5" = H"A" + %" ' 
A, = Av-lAv-I + nhv > 

(4) 
( 5 )  

where 5, is a measured noisy time error (observation), 3Lv is 3-dimensional oscillator (clock) state vector 
(time error, frequency, and aging), H, is 1x3 dimensional measurement matrix, A, is 3x3 dimensional 
clock state transition matrix, nov and nhv are jointly independent white noises with zero expectations and 
covariances V, and Y, of 3x3 dimension, respectively, 

vv = w,,n,T,)  3 (6) 
Y = E{n,,n~,) .  (7) 

(8) 

In discrete time the model (3) is transferred to the form of 

where y ,  = yv-l + Dv-lA + nYv ; D,, = D,,-, + nDl, ; and n,, , nYv , and nDv are correspondent discrete noises. 
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Correspondingly, (8) allows writing all the matrixes for (4) and ( 5 )  as 
1 A A2J2 

A,, = y,, 7 A,, = 0 1 1 7  nx,, =[:i,]7a11d H 1 ~  ‘1, (9) [:] (I) 
present (4) in a form of 

and describe the noise matrix (7) as 
5, =x, +no,, (10) 

Y, = E{n,,n~,} z S,,A (1 1) 

where S,, is two-side spectral density of a continuous white noise of aging depending on A [ 101 and ex- 
pressed through the time error noise straightforward. 

ESTIMATION OF A TIME ERROR 
Consider the three statistical algorithms, namely an average smoothing, Wiener’s, and Kalman’s. 

Average Smoother 
Average smoother allows a non-optimal estimate i,, of a time error x v  (in a sense of a minimal RMS error) 
based on an observation tV (1 0). The algorithm does not require any a priori knowledge about an oscillator 
state model, time error, and even an observation and is straightforward 

where 5, = 0 if v < 0, N is number of average points. According to (12), the first estimate appears with 
delay on Npoints of the process, thus, a filter transient time equals t,, = A(N - 1) . 

Wiener Filter 

In discrete time domain the realizable Wiener filter provides estimate through a convolution of its iinpulse 
response h, and an observation (10) 

where 5, = 0 if v < 0, Mdetermines the length of h, that is taken to be equal zero apart the time interval 0, 
. . ., (M-1)A. To get a minimal RMS error for estimate, first, in the tradition of Wiener define an optimal 
unrealizable response H,,, = S,, /(Sxk + S R o ) ,  where S,  is discrete power spectral density of a time error 
(oscillator phase) that in spirit of Leeson [ 1 I]  is taken here as S ,  = a&’, where fk is Fourier frequency; a 
is a constant; S,lo is constant power spectral density of a white noise; k = 0, . . . , K- 1 , and K limits the length 
of the time error sequence taken at the early stage to estimate the spectral densities with enough accuracy. 
Then use a proper approximating filter with response H k  exp(j$,) and come through the inverse discrete 
Fourier transform to the optimal impulse response h,, of a realizable filter 
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h,, = B@-‘ {Hke ’h }, (’4) 
where B is a constant. In our experiment we increase (reduce) the level of Silo, increasing (reducing) in 
this way a filter transient time. 

Kalman Filter 

The three-state Kalman filter is matched with a clock model ( 3 )  [12], allowing the following algorithm for 
(4) and ( 5 )  to get estimates in discrete time 

where a filter gain is defined as 

where Rv = Av-lRv-lA~-, + Y , is a matrix of predicted errors, and the filtering errors are calculated as 

A A 

A, = A v - l L l  + u t ,  - H v A v - l L , ) ~  (1 5) 

(1 6) 

(1 7) 
where I is a unit matrix. Transient of the on-line operating Kalman filter is due to time expended to get 
estimate (17). It may be varied around the optimal value by changing S,,, in (I  l), so that since S,,, rises 
then t,, decreases, and vice versa. The total filtering error rises once transient is a non-optimal. 

- 
K, = R,H: (H,R,H: + V J ’ ,  

N 

Rv = (I - K,H,)R, , 

NUMERICAL STUDIES OF THE FILTER ERRORS 

All three filters, namely an average smoother (12), Wiener’s (1 3 ) ,  and Kalman’s (1 5), are examined here 
for the same time error process. To show the effect, the noisy process ( 3 )  is simulated with variance G = 
4011s and with both a stationary part of a deterministic function (0 I t < 25 hours), in which case 
x, = yo = D = 0 in ( 3 ) ,  and a non-stationary part (25 5 t hours) with yo = -2.1 0-l’ = -7.2 ns/hour and D = 0. 
Because we consider a transient time as a principal performance of a filter, then, to know trade-off, we ob- 
tain the same tt, = lohours for all three filters. While providing, the transient of a smoother was evaluated 
by its average time t,, = A(N -1) and that of the Wiener and Kalinan filter finished at the level of 0 9. 
Figure 1 shows the simulated processes and estimates extracted by the filters. Figure 2 gives correspondent 
errors calculated as difference between estimated and simulated functions 

(1 8) 
Just as it had been expected based on the filter strategies for the dynamic range (25hours < t), the Kalman 
filter showed the smallest error, the Wiener filter was less accurate, and, the smoother stayed hors-concours 
with its biggest error. Conversely, for the range of a stationary noisy error (t < 25hours), the smoother was 
the best, the Wiener filter exhibited more big error, and the Kalinan filter loolied like the worst. Neverthe- 
less, it is obviously speaks in favor of the Kalman filter that its error remains say rather the same for the 
both stationary and non-stationary ranges (Figure 2). 

E, = X” -x, . 

Excited by the curiosity of the different filtering errors for the stationary and non-stationary processes with 
the constant transient, we come to another experiment, while simulating only a non-stationary process and 
evaluating (1 8) for &,. = const and various yo by the total filtering error 
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and the maximal filtering error 

Before going on to analyze the results, let us study Figure 3, which shows the total (a) and maximal (b)  
errors as functions of yo for tt, = 6hours for all three filters. There an average smoother yields the smallest 
total error for yo < rlf = 1.57x10-13, the Wiener filter is the most accurate for rlt = 1 .57~10- '~  <yo < r2/ = 

4 035~10- '~ ,  and the Kalman filter is for rZ1 = 4 .035~10- l~  < yo. The same filters provide the smallest 
maximal error for the ranges ofyo < rlnl = 7.59x1O-l3, rln7 = 7 . 5 9 ~ 1 0 - l ~  <yo < r2nl = 9.22~10- '~,  and rZnl = 
9 22x <yo, respectively. We then estimate coordinates r l l  , r2/ , rlnl , and rlnr by changing tr, , and come 
to the correspondent dependences (Table 1). 

E m a x  = maxiEvi . (20) 

Yo 
3 0  

4 5  

6 0  

7 5  

9 0  

10 5 

12 0 

13 5 

15 0 

16 5 

18 0 

Table 1 

Transient, Measure Total error coordinates Maximal error coordinates 

- -  
1.804 4.054 8.28 I 1.376 

The curves provided in this way (Figure 4) were noisy because of different length-limited samples of the 
simulated random process. Nevertheless, it seems obvious that the following approximating function 
G x t6' is accurate enough to be used in practical calculations for each coordinate. We approximate those 
as follows 

(21) 
and use (21), while considering the below-given example of the filter selection for the GPS-based time er- 
ror process generated by the rubidium standard. 

r,, 2.3 x t[;' , r2, ; 6.0 x til , rlr,l 2 11 x t i '  ', and rlrn z 15 x tf;I ' , 
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EXAMPLE: FILTER SELECTION FOR THE GPS-BASED 
TIME ERROR OF A RUBIDIUM STANDARD 
Measurement of the time error of the rubidium standard had been carried out based on the Motorola GPS 
Timing Receiver Oncore UT+ with average time A = 100s for about 30 hours with the initial error of 
x, z 2.1 ns and offset yo s -4.7 ndhour = -1.3 x lo-’’ . To separate the ranges for each filter, substitute the 
known yo for each coordinate in (2 1) and come to the following prediction: 

For the total error (19) 
If t,? < 1.455hours then an average smoother should be the most accurate 

If 1.455hours < t ,  < 2.757hours then the Wiener filter should be the most accurate 
If 2.757houvs < t,, then the three-state Kalman filter should be the most accurate 

For the maximal error (20) 
If t,, < 4.129hours then an average smoother should be the most accurate 

If 4.129hours < t ,  < 5.078hours then the Wiener filter should be the most accurate 
If 5.078hours < t, then the three-state Kalman filter should be the most accurate 

Then tune the filters step by step for several transients to satisfy the above-determined conditions and esti- 
mate total (1 9) and maximal (20) errors (Table 2). 

Table 2 
TOTAL AND MAXIMAL ERRORS OF THE FILTERS FOR THE DIFFERENT TRANSIENT TIMES 

hours Smoother Wiener Kalman Smoother Wiener Kalman 
___ ttn Total error, ns Maximal error, ns 

An analysis of Table 2 shows that just as it had been predicted the three-state Kalman filter allows the 
smallest both total error for 3.0hours 5 t,,. and maximal error for 4.5hours I t,, . The Wiener filter exhibits 
the smallest those errors for 2.2hours = t,, and 3.0hours = t,, , respectively. An average smoother gives the 
smallest both those errors for t,, I 1 .Ohours and t,, i 2.2houvs, respectively. In the range of t,, I 1 .Ohour 
we watched also for the small error of the Wiener filter. This is because of the limited processing sequence 
available with small average time. Thus, we have proved in this way the above-given methodology gener- 
alized by Figure4, except the case of tl, = l.Ohour, and, finally, to illustrate the real filtering process, we 
briiigFigures 5-8, those show four cases of a time error estimate provided by all three filters. 
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CONCLUDING REMARKS 

1 

0 Foryo E lo-” (crystal) the three-state Kalman filter is the most accurate once ttr > lhour 

(crystal or rubidium) then an average smoother is accurate for tlr < Shows, the 
Wiener filter is for Shours < ttr c: 6hours, and the three-state Kalman filter is for 6hours < ttr 
Once yo 2 

0 For yo I (cesium and hydrogen) an average smoother is accurate for tfr < 24hours 

The results are readily extended to the general case, including aging. Just account the maximally possible 
frequency offset of your oscillator for the measurement (observation) and follow the above-given methodol- 
ogy, for which more satisfactory justification we plan to revise the results further analytically. 
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Abstract 

Clock synchronization by means of GPSIGLONASS is proposed. The GPSIGLONASS receivers 
with the external frequency input interface are used in our system. While the remote OCXO (Oven- 
Controlled Crystal Oscillator) clock and the primary H-maser clock are connected to the receivers, the 
frequency o s e t  of the remote clock with respect to the primary clock can be estimated by performing 
the linear-least-square fit on carrier-phase single-diflerence observables. The proportional controller 
is adopted in our system for tuning the remote clock in real time. Through the DIA converter, 
the remote clock is then steered to synchronism with the primary clock. For averaging times of 1 
day under the configuration of about a 30-meter baseline, our experimental results show that the 
accuracy of the remote clock can be improved from about 2 x to about 6 x 10-14, and the stability 
of the remote clock can be improved from about 2 x to about a few parts in 10". Based on 
the proposed architecture, the frequency traceability can be achieved. The potential applications 
include a frequency source system for calibration laboratories, telecommunication networks, and 
power transmission systems. 

INTRODUCTION 

The capability of usiiig GPS cai-rier phase to transfer precise time and frequency has been 
recognized and described by many researchers [6-lo]. Because tlie frequency of the carrier is 
roughly 1000 times liiglier than that of C/A code, time and frequency disseinination using carrier 
phase has much greater resolution, in principle. When conibiiied with Russia's GLONASS 
constellatioii, wliich provides similar capabilities, the potential precision of the system becoiiies 
even greater. Recent development in time and frequency applications have led the timekeeping 
community to focus on usiiig both these systems for time metrology. 

In this paper, we propose a scheme for clock synclironization by using GPWGLONASS carrier 
phase. The basic architecture of the system is shown in Figure 1. With all-in-view observations, 
the fi-equency offset of the reniote clock with respect to the primary clock i s  estimated in real 
time by perfonning tlie linear-least-square fit on carrier-phase single-difference observables over 
observation period. In the process, tlie errors and biases that affect tlie measurements are 
substantially reduced. In our system, the carrier-phase data and other observation messages are 
passed between both stations through PSTN (Public Switched-Telephone Network). The 
fi-equency offset is then fed into a proportional controller, which automatically issues coininands 
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to steer tlie remote clock to synchronize with the primary clock. 011 tlie other haiid, tlie master 
station can also monitor the performance of the remote clock in real time. 

With the above-mentioned method, tlie accuracy of the remote OCXO clock could be improved 
from about 2 x lo-" to about 6 ~ 1 0 - l ~  for average times of one day. The stability of tlie remote 
OCXO cloclc could be improved fi-om about 3x10-'" to about 2x1 O-I4. The potential roles of 
our system iiiclude the PRSs for telecoiiiiiiuiiicatioii networks aiid the FSs for calibration 
laboratories, power systems, iiavigatioii systems, instrument calibration, and others. 

THE MODEL OF CARRIER PHASE OBSERVABLES 

I n  order to coiiibine GPS and GLONASS, a unique time scale for all observations and satellite 
ephemerides and a unique reference system for all satellite and receiver positions are required. In 
our approach, all coiiiputatioiis is based on GPS time as reference time and referred to the 
reference frame WGS-84. Therefore, tlie epochs of the GLONASS ephemerides are 
approximately corrected to GPS time by applying the leap seconds between GPS time and UTC. 
The GLONASS satellite positions are transfornied from tlie frame PZ-90 to WGS-84 by 
applying the traiisfoiiiiatioii parameters given in r3]. The observation equations for both GPS and 
GLONASS systems may also be modeled as Equation (1) [l-21, provided the corresponding 
carrier frequencies are introduced. In the processing of combined GLONASS/GPS observations, 
the differences between GPS and GLONASS frequencies and the wavelengths for 
GPS/GLONASS satellite pairs need to be considered, however. 

where a', is the cai-rier-phase measureineiit of the receiver A froin the satellite j in meter; p/1 
is the true distance between tlie receiver A and the satellite j ;  c is the speed of light; d t  ' is the 
clock bias of tlie satellite j ;  dT/, represents the clock difference between tlie satellite system 
time and receiver A cloclc; A' is iioiiiiiial wavelength of the signal from satellitej; N i  denotes 
tlie unlaiown integer iiuiiiber of cycles (ambiguity); and d ,~ , ,  and dt:o/, are the ionospheric 

delay and tlie tropospheric delay, respectively; 5; is the uiimodeled errors primarily due to 
niultipath, temperature variation, physical factors, etc. 

To stitdy the clock syichronization, we would like to first examine the behavior of the oscillator. 
Hence, both of the remote clock aiid primary clock are connected to the GNSS receivers, 
respectively. Under this ai-rangement, the term dTA in (1) represents the time difference 
between the satellite clock and the external clock A. Denoting the two receivers by A and B and 
the satellite byj, respectively, the single-difference equation is 

where A(.) represents tlie operator for differences between receivers with the saiiie satellite. 
Due to the strong correlation between the uiiiiiodeled ionospheric and tropospheric delays of the 
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two receivers over a short baseline, tlie tei-msd,L,l and d,:o,, in (1) are then eliminated. Since 

dT/, and dT, are both referring to the same satellite system clock, their difference AdT,, in 
(2) is nothing but the phase difference between exteixal clock A aiid external clock B. 

SYSTEM ARCHITECTURE 

Figure 3 shows the fuiictioiial block diagram of our system. It consists of the master station and 
tlie remote station. Tlie master station contailis the hydrogen-maser clock, GNSS receiver, and 
PC. Tlie remote station includes the low-cost QCXO, GNSS receiver, D/A coiiverter and 
iiidustrial PC. Through the wired or wireless data links, the carrier-phase data aiid other 
observation messages can be sent between both stations. The positions of the antennae are 
predeteniiined by IGS (International GPS Service), aiid the j-tli GPS and GLONASS satellite 
positions are obtained fioiii the broadcasting navigation messages. 

By performing tlie linear-least-square fit on the carrier-phase single-difference model (2) over 
observation interval z , we can estimate tlie fi-equeiicy offset yT of the remote clock with 
respect to tlie primary clock. With all-in-view GPS/GLONASS observations, the integrated 
frequency offset V ,  theii can be obtaiiied by weighted averaging y ,  . 

In general, the fine frequency tuning can be performed on the inexpensive oscillator through 
voltage control. Because of enviroiimeiital effects such as vibration, temperature, pressure, and 
Iiuiiiidity, the desired frequency output is not always under a coiistaiit voltage. In our system, the 
frequency offset V,  is chosen as the input variables of the controllers. An incremental voltage 
A J / ( f i )  will be generated to update the voltage for steering the oscillator. 

V,.,, = V,  + A V  ( 3 )  

In our system, we coiisidered the proportioiial control [4] in the remote clock. The block diagram 
for the controller used in our experiiiient is shown in Figure 3. The control signal is proportional 
to tlie frequency offset J ,  with gain K being adjustable. To design a particular control loop for 
the clock syiicliroiiization applications, we merely have to adjust the constants K in Figure 3 to 
achieve an acceptable level of performance. With some trial and error, the gain K is determiiied.~ 

EXPERIMENTAL RESULTS 

The basic experimental structure for tests is shown in Figure 2. In the inaster station, the 5 MHz 
of the hydrogen clock used as primary clock was coniiected to a AshtechTM GG-24 receiver. The 
OCXO iiiaiudactured by Model FTS 1130, was used as the remote clock. The 
carrier-phase data and other observation messages were passed between both stations through tlie 
PSTN interface. 

111 our experiment, the software, iiicludiiig tlie proportional controller, communication interface, 
and data collection, were programmed in C++ on Windows' 2000 and executed on an industrial 
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PC manufactured by ADVANTECHTM. The data used for the fi-equency accuracy and stability 
analysis were measured every 1 second by a TIC (Time Interval Counter) manufactured by 
SRSrM. model SR620. 

For the stability analysis of fiequency source under tests, we made use of the IEEE 
recommended MDEV (Modified Allaii Deviation) [ 1 I], which is a standard practice in the time 
and frequency community. In our experiment, the confidence jntervals applied to the frequency 
stability analysis were set to k 68%. 

We examined the performance of free-running OCXO used in our system and the OCXO under 
control. These frequency analyses are show11 in Figure 4. The OCXO line in Figure 4 shows the 
frequcncy instability. The OCXO-C line shows the typical results of frequency stability analyses 
of the remote OCXO clock under control. These results reveal the high frequeiicy stability of the 
remote clock not only over the shoi-t tenn,but also over the long terni. The frequency stability o€ 
the OCXO clock could be improved froin about 3 x IO-’’ to about 2x for average times of 
1 day. 

In addition, to assess the limitations of our system regarding clock synclironization, we 
conducted an experiment by connecting a coininon hydrogen-maser clock to GNSS receivers in 
both stations over about a 30-meter baseline. The results of the frequency stability analyses are 
shown iii Figure 5.  These results show that our system has a very high frequency stability of 
about 2 x 1 O-’’ for averaging times of one day. 

Figure 6 shows the phase differences between the free-running OCXO clock and the primary 
clock. The accuracy of this OCXO is about 2.3x10-” for average times of 1 day. Over the 
approximately 30-meter baseline, the remote OCXO clock is automatically steered to approach 
synchronization with the primary clock. The accuracy of the remote OCXO clock can be 
iiiiproved from about 2 . 3 ~ 1  O-’ to 5.49~1O-l~ for averaging times of 1 day. 

CONCLUSIONS 

A new scheiiie for clock synchronization by using GPS/GLONASS carrier phase is presented. 
Experiineiital results show that combining GPS and GLONASS carrier phase seems to provide 
de filii te additional value for frequency dissemination. In the experiments, the low-cost OCXO 
clock could be a~itomatically steered to obtain the very high frequency accuracy and stability in 
the short term as well as in the long tei-in. In addition, the proposed architecture can achieve the 
traceability of frequency dissemination. At present, we are trying to establish the frequency 
source for calibration laboratories and telecoinmuiiication networks based 011 the proposed 
scheiiie in Taiwan. 
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Figure 5 .  The frequency stability analysis of our system by using the comnioii H-maser clock 
over short baseline. 

Figure. 6 Phase difference between free-running OCXO and primary clock with linear-fit line. 
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Abstract 

The American Global Positioning System (GPS) has served the principal needs of national timing 
laboratories for regular comparisons of remote atomic clucks for the last two decades. Single-channel 
GPS CIA-code common-view time transfer is, however, barely suflcient for comparison of today’s 
atomic clocks within a few h y s ,  and certainly not suficient for comparison of clocks currently being 
designed. For this reason the timing community is engaged in the development of new approaches 
to time and frequency comparisons, including techniques based on mu&-channel GPS and the 
Russian Global Navigation Satellite System (GLONASS) CIA-code measurements, GLONASS P-code 
measurements, GPS carrier-phase measurements, temperature-stabilized antennas, standardization 
of receiver software, and two-way satellite time and frequency transfer through telecommunication 
satellites. This paper describes how the above-mentioned techniques can be used to meet TAl needs. 
Some of the techniques are already operational, and the others are expected to be introduced to meet 
the requirements of future higher accuracy clocks. 

INTRODUCTION 

The American Global Positioning System (GPS) has served the principal needs of national timing 
laboratories for regular comparisons of remote atomic clocks for the last two decades [ 11. In the 
pre-GPS era the technology of atomic clocks was always ahead of that of time transfer. The 
uncertainties of long-distance time comparisons, carried out using the LORAN-C system, were 
some hundreds of nanoseconds and large areas of the Earth were not covered. This resulted in an 
annual term in International Atomic Time (TAI). The introduction of GPS has led to a major 
improvement of world-wide time metrology in precision, accuracy, and coverage. With GPS 
operated in single-channel common-view @/A-code mode, time comparisons can be performed 
with an uncertainty of a few nanoseconds, which corresponding to 1 part in 1014 for averaging 
times of a few days. For periods of about one month, the stability of TAI after removal of GPS 
noise is currently about 2 parts in 10”. Single-channel GPS C/A-code common-view time 
transfer is, however, barely sufficient for comparison of today’s atomic clocks within a few days, 
and certainly not sufficient for comparison of clocks currently being designed. For this reason the 
timing community is engaged in the development of new approaches to time and frequency 
comparisons, including techniques based on multi-channel GPS and the Russian Global 
Navigation Satellite System (GLONASS) C/A-code measurements, GLONASS P-code 
measurements, GPS carrier-phase measurements, temperature-stabilized antennas (TSAs), 
standardization of receiver software, and two-way satellite time and frequency transfer 
(TWSTFT) through telecommunication satellites. 
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The performances of various methods of time transfer are illustrated in 'Figure 1. It has been 
shown that the stability of time and frequency transfer is improved by a factor of about 3 when 
GPS common-view time transfer is carried out in multi-channel mode. The use of GLONASS P- 
code shows a reduction in noise level by a factor of 5 in comparison with GPS C/A-code. It is 
now well documented that satellite-receiving equipment is subject to significant systematic 
effects due to environmental conditions; the use of TSA antennas and better cables reduces these 
effects and improves the accuracy of time transfer. The GPS carrier-phase technique allows 
frequency comparisons at a level of 1 part in 1015 and should soon be a useful tool for the 
comparison of primary frequency standards. Difficulties in calibration of GPS carrier-phase 
equipment remain unresolved, however, and this technique can not yet be used for operational 
time transfer. The TWSTFT technique, which has a similar performance to that of carrier phase, 
is already operational and used in TAI for several time links. 

This paper reviews the above-mentioned techniques and assesses their potential impact on TAI. 

EVOLUTION OF CLOCKS AND TIME LINKS CONTRIBUTING TO TAI 

The international time scales computed at the Bureau International des Poids et Mesures (BIPM) 
- TAI and UTC - are based on data from some 220 atomic clocks located in about 50 time 
laboratories around the world. The number of clocks fluctuates a little, but remains roughly 
constant. The quality of the clocks, however, has been improving dramatically. In 1992 the first 
HP* 5071A caesium clocks with high-performance tubes were introduced into the TAI 
computation (see Figure 2), and the number of hydrogen masers has also been increasing steadily. 
In 1999 about 65 % of the participating clocks were HP 5071A with a high-performance tube 
and about 17 % were hydrogen masers [2]. Other commercial cesium clocks (including HP 
507 1 A clocks with a low-performance tube, and continuously operating primary frequency 
standards) account for only 18 %. This progress has of course contributed to a significant 
improvement in the stability of TAI. 

The quality of the clocks, although an important issue, is not the only factor contributing to the 
stability of TAI. Another important factor is the quality of the time links used to compare the 
clocks. Prior to 1981 only LORAN-C and TV links were used to compare clocks contributing to 
TAI. In 198 1 the first GPS common-view single-channel C/A-code links were introduced. These 
allowed, for the first time, comparison of the stability of remote atomic clocks within an 
averaging time of several days. The proportion of GPS common-view links has increased steadily 
over the years and reached almost. 100% in 1999 (see Figure 3). A new technique was then 
entered into TAI that of Two-way Satellite Time and Frequency Transfer (TWSTFT). As of 
June 2000 five TWSTFT links are used for TAI, and several others are in preparation. 

* Acronyms are listed and defined at the end of the article. 
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To illustrate the impact of the improved quality of the time links on the-frequency stability of 
TAI, we have analysed the period mid-1986-1993, during which the number of GPS links steadily 
increase, but there was no dramatic change in the nature of the participating clocks. The frequency 
stability of EAL (the kchelle atomic libre) against the primary frequency standard PTB CS2 is 
indicated in Figure 4 for the three periods mid-1986-mid-1988, 1988-1989 and 1992-1993. EAL 
is the free atomic time scale from which TAI is derived using steering corrections. We observe a 
significant improvement in the frequency stability of EAL for each consecutive period for 
averaging times up to a few tens of days (for these averaging times the white phase noise due to 
the time-transfer methods by which E L  was affected is drastically reduced). The evaluation of 
the frequency stability of EAL is here limited by the frequency stability of PTB CS2. 

A more recent evaluation of the stability of the frequency of EAL is illustrated in Figure 5. This 
time, the N-cornered-hat method was employed using the best independent atomic time scales 
(maintained at the OP, the NIST, the PTB, and the USNO). 

ORGANIZATION OF TAI LINKS 

Until recently the TAI GPS common-view time links were organized in three major stars centered 
on the CRL, the NIST and the OP. Only two very long-baseline links, NIST/OP and OP/CRL, 
were corrected for IGS precise ephemerides [3] and ionospheric measurements [4] (see Figure 6). 
Since the first use of IGS ionospheric maps for international time transfer in July 1999 [ 5 ] ,  these 
corrections are now applied to all TAI GPS common-view links. 

In July 1999 the first TWSTFT link, PTB/TUG, was introduced into the computation of TAI. In 
January 2000 other TWSTFT links followed. At the time of writing there are three TWSTFT 
links directly used for TAI: USNO/NPL, VSLPTB, and NPLPTB (see Figure 7). These three 
links are backed-up by GPS common-view data. Further TWSTFT links are expected to be 
introduced in 2001. There is also a backup TWSTFT link used to check the GPS common-view 
NISTPTB link. The AMC/USNO TWSTFT link is an internal link between the USNO 
headquarters in Washington DC and their Alternate Master Clock (AMC) in Colorado Springs. 

Two transatlantic links are being used for the first time for the construction of TAI. In addition 
each of these links is performed by two independent techniques. This very new situation increases 
the robustness of the construction of TAI, which no longer relies on a single technique. These 
changes modify the shape of the TAI network in Europe, with TWSTFT links acting as main 
shore and new pivots. The first three GPS multi-channel GPS common-view links were 
introduced into TAI at the beginning of 2000, with NPL as pivot. 



CALIBRATION OF TAI LINKS 

Differential calibration of remote GPS time equipment is the basic technique for the calibration of 
TAI GPS common-view time links. The stated uncertainty of such a differential calibration is 
about 3 ns under ideal conditions. 

Over the last fifteen years a number of differential calibrations have been performed by the 
B P M  [5], including about half of the TAI GPS links. The GPS time equipment located at the 
NIST in Boulder, Colorado, and the Paris Observatory (OP) have been compared about 10 times; 
differential time corrections determined during these calibrations differ by no more than a few 
nanoseconds. This gives an indication of the reproducibility that can be obtained when 
calibrations are performed under ideal conditions in laboratories where the GPS time equipment, 
including cables, is carefully maintained. It also gives some idea of the long-term stability of GPS 
time equipment. 

Consistency between repeated calibrations is not found for all sites, however. Where 
discrepancies of 10 ns are found, these may be attributed to different responses of the receivers 
being compared, to seasonal changes of temperature, or to an unrecognized multipath effect. 
Other repeated calibrations have shown large discrepancies, sometimes of tens of nanoseconds; 
such changes probably arise from unrecorded changes, intended or not, in the GPS receiving 
hardware. 

All TWSTFT links currently used for TAI have been calibrated: the PTB/TUG link by a portable 
TWSTFT station, all the others by Circular T (in other words, by GPS). Future GPS calibration 
trips will improve the calibration of the TWSTFT links. However, only repeated calibrations by 
portable TWSTFT equipment will allow the TWSTFT technique to be exploited to the full 
extent. In May 2000 the USNO undertook the calibration of the PTB/USNO TWSTFT link using 
a portable station. The NPLNSNO link will be calibrated by the same very shortly. These 
calibrations are of particular interest, because they use a geostationary satellite with a footprint 
covering the Eastern United States, South America,and large parts of Europe and Africa. This 
allows the use of the same transponder for transatlantic links and, consequently, the differential 
calibration of transatlantic TWSTFT links. 

NEW TIME-TRANSFER TECHNIQUES 

In this section we briefly review latest developments in time-transfer techniques. These are 
already benefitting TAI, or expected to do so in the near future. 

GPS and GLONASS Multi-Channel Observations and TSA 

In a field trial of time transfer over a baseline of several hundred kilometers the number of daily 
standard 13-minute common views increased from 40 for GPS single-channel observations to 585 
for GPS+GLONASS multi-channel observations [7]. In the case of white phase noise, the 
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corresponding gain in stability is predicted to be (585/40)”2 = 3.8, and a value close to this was 
observed. Additional systematic effects were observed for averaging times of about 1 day; 
these are probably linked to the environmental sensitivity of the antennas and receivers. 

In a one-site comparison (two separate antennas on a single site), a similar systematic effect was 
observed until both antennas were temperature-stabilized (TSA). Full advantage could then be 
taken of the improved stability offered by multi-channel time transfer [7]. 

There are currently about ,15, 
and there are three multi-channel GPS common-view links used for TAI. 

TSA antennas operating at time laboratories contributing to TAI, 

GLONASS P-Code Common View 

Unlike GPS, GLONASS P-code signal is available to civil users as it is not subject to Anti- 
Spoofing (AS) or other encryption. GLONASS P-code has two main advantages for precise time 
synchronization. First, its chip-length is one-tenth that of GLONASS C/A-code and about one- 
fifth that of GPS C/A-code. Thus GLONASS P-code pseudo-range measurements are 
considerably more precise than comparable GPS or GLONASS C/A-code measurements [SI. 
Second, GLONASS P-code is transmitted on both L1 and L2 frequencies, so it allows high- 
precision measurements to be made of ionospheric delays. 

GPS Carrier Phase 

Locking on the carrier phase reduces multipath effects. With the multi-channel receivers now 
available and using the common-view double-differencing techniques typical in geodesy, two 
sites may well be able to maintain a common carrier phase. If measured ionospheric delays were 
used in combination with nominally compensated tropospheric corrections, a frequency stability 
of 1 part in 1015 might be attainable with integration times of about $1 day [lo]. This 
performance is about what is required for the comparison of current primary frequency standards. 
Continuous measurements, rather than measurements taken once a day, are necessary to achieve 
this performance. Several trials have already demonstrated the advantages of using carrier-phase 
measurements for time and frequency comparisons [ 1 11. 

Time metrologists have recently joined forces with geodesists in an important initiative known as 
the “IGSBIPM Pilot Project to Study Accurate Time and Frequency Comparisons Using GPS 
Carrier Phase and Code Measurements”. An important issue is the calibration of carrier-phase 
timing equipment, which limits the performance of the technique. 

It is important to note that carrier phase is also affected by hardware delay instabilities. Here also, 
to take full advantage of this promising technology, the delays of various parts of the receiving 
equipment must be stabilized and measured. 

In the near future the carrier-phase technique is likely to be used for frequency comparisons of 
primary standards. 
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Two-way Satellite Time and Frequency Transfer 

TWSTFT is a technique that utilizes geostationary telecommunications satellites to provide time 
transfer with a theoretical precision of several hundred picoseconds [ 121. At present the TWSTFT 
technique is operational in eight European, three, US and two Japanese time laboratories. Some 
other laboratories have reached pre-operational status. The technique has been contributed to TAI 
since July 1999, following recommendations of the Consultative Committee for Time and 
Frequency (CCTF). The number of such links used for TAI is likely to increase from the present 
five. 

I 

In May 1999 the BIPM started publishing Monthly TWSTFT Reports. Some selected TWSTFT 
links through INTELSAT 307" E are computed and compared with GPS at the time of 
preparation of Circular T. An example of such a comparison is given in Figure 8. 

Modified Allan variance analysis of TWSTFT and GPS links shows better behavior of TWSTFT 
for all analysed links up to 10 days. This is particularly striking for the USNONPL link where 
TWSTFT is showing the behavior of clocks already for averaging time of 5 days (see Figure 9). 
Using a GPS link we have to wait 20 days to smooth out white-phase noise due to time transfer. 

SUMMARY 

The construction of TAI requires time-transfer techniques that allow participating clocks to be 
compared at their full level of performance for intervals at which TAI is computed. In the pre- 
GPS era this was impossible because the technology of atomic clocks was always ahead of that of 
time transfer. This resulted in an annual term in TAI. The replacement of LORAN-C links by 
GPS C/A-code common-view links during the years 198 1-1998 has progressively reduced the 
impact of white phase noise on TAI, improving its stability up to about 80 days. During the 
1980s, GPS allowed for the first time the comparison of remote atomic clocks at their full level of 
performance for averaging times of just a few days, fully satisfying needs of TAI, computed at 
this epoch at intervals of 10 days. 

However, with the improvements in clock technology made during the 1980s and the resulting 
dramatic increase in the quality of the clocks contributing to TAI in the 199Os, intercontinental 
GPS C/A-code common-view measurements now need to be averaged over up to 20 days in order 
to smooth out measurement noise. This is no longer sufficient for TAI, computed at 5-day 
intervals from 1 January 1996. 

The first analysis of the performance of TWSTFT, which is now in use for several TAI links, 
shows that clocks located on different continents can be compared by this technique at 5-day 
intervals at their full level of performance, without being affected by time-transfer measurement 
noise. Thus, if TWSTFT were used for all TAI links, the stability of TAI would be improved for 
periods of up to 20 days. 

The introduction of TWSTFT into TAI has brought about another important change for the better; 
TAI is not longer reliant on a single technique, because TWSTFT links are backed up by GPS 
links and vice versa. Also, for the first time, two transatlantic links are used for its construction, 
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and each of these links is performed by two independent techniques. This very new situation 
increases the robustness of TAI construction. 

Another important issue is the accuracy of TAI time links. These determine the accuracy with 
which laboratories have access to UTC. Significant proportion of GPS links were never calibrated 
and their accuracy is limited to several tens of nanoseconds. The other GPS links and all but one 
of the TWSTFT links have been calibrated by a differential technique using a portable GPS 
receiver. The uncertainty of such a calibration is limited to several nanoseconds, mainly due to 
the environmental instability of GPS time-receiving equipment. This could be reduced by using 
TSAs, keeping receivers in air-conditioned rooms, and, if possible, using GLONASS P-code 
observations. 

One TWSTFT link, PTBRUG, has been calibrated by a portable TWSTFT station. The 
uncertainty of this calibration is believed to be 1 ns or better. Other TWSTFT calibrations are 
planned, and it is expected that use of TWSTFT will bring a substantial improvement to the 
accuracy of TAI time links. 

For better monitoring of the accuracy of time links, repeated calibrations are required, either by 
GPS or by TWSTFT. 

ACRONYMS 

AMC - Alternate Master Clock 
BIPM - Bureau International des Poids et Mesures 
CCTF - Consultative Committee for Time and Frequency 
CRL - Communications Research Laboratory 
CV - Common View 
E L  - Echelle atomic libre 
GLONASS - Global Navigation Satellite System 
GPS - Global Positioning System 
HP - Hewlett-Packard 
IGS - International GPS Service 
IGEX - International GLONASS Experiment 
IGLOS-PP - International GLONASS Service Pilot Project 
MJD - Modified Julian Day 
NIST - National Institute of Standards and Technology 
NPL - National Physical Laboratory 
OP - Observatoire de Paris 
PTB - Physikalisch-Technische Bundesanstalt 
TAI - Temps atomic international 
TUG - Technical University of Graz 
TWSTFT - Two-way Satellite Time and Frequency Transfer 
USNO - United States Naval observatory 
UTC - Coordinated Universal Time 
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Figure 1. Comparison of some newer techniques with classical GPS single-channel common- 
view time transfer. Also indicated are typical clock performances. 
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Figure 5. Frequency stability of EAL obtained by N-cornered-hat method using independent 
atomic time scales maintained at the OP, the NIST, the PTB and the USNO. 
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Questions and Answers 

DEMETRIOS MATSAKIS (USNO): Let me ask a loaded question. Is there any activity going 
on to look at the difference between northern and southern hemispheres to find any kind of 
seasonal variations that way? * 

WLODZIMIERZ LEWANDOWSKI: You mean in time links? 
MATSAKIS: Time or frequency. 
LEWANDOWSKI: Well, in Japan there were some studies about the correlation between clocks. 
Right now, I don’t see any studies done. It could be that we should provide something. For 
example, for the seasonal changes between two-way and GPS common-view, where we have a 
seasonal change, we would look in the hemisphere. But, we do not have two-way links. We 
may have a link between Tokyo and Australia and in the future we could be looking at that. 
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Abstract 

The free atomic time scale EcheUe Atomique Libre (EAL), from which International Atomic 
Time (TAl) is derived by frequency steering, is obtained as a weighted average of a large number of 
free-running and independent atomic clocks spread worldwide, using the algorithm ALGOS which is 
optimized for long-term stability. Since January 1998, a new procedure for implementing an upper 
limit of clock weights has been used. The use of an absolute maximum weight p M u ,  was replaced 
by the choice o f a  relative maximum weight, wMAX.  This new technique is more robust than the 
former one and it optimizes the stability of the time scale a t  the expense of a more complicated 
computation. The chosen value wMAX = 7.00~10-~ corresponded to the value of the maximum 
relative weight assigned to clocks in the EAL computation, with p ~ u  = 2500, in the 60-day interval 
NovemberlDecember 1997. In this paper, we show that wMAX = 7.00~10-~ is no longer appropriate. 
No eficient discrimination is made behveen the HP 5071A units: more than 80% of such clocks 
reach the muximum relative weight. The value of omegaMAx really needs to be updated from time 
to time in order to obtain an eficienf discrimination between the HP 5071A units and to improve 
the stability of EAL. To avoid frequent redefinition of O m e g a M u ,  we suggest here making o m e g a M m  

a function of the number, N, of clocks that participate in T'. A relation such as WMAX = A/N, 
where A is an empirical constant, could be used. Such a relation has been tested using ALGOS 
with values 3.0, 2.5, and 2.0 for A. The resulting computed time scales (over 2.5 years) using real 
data show that all the HP 5071A units are not equivalent. We also obtain an improved stability for 
the computed time scales, which is the underlying aim of this study. 

1 INTRODUCTION 

The free atomic time scale EAL (Cchelle atomique libre), from which TAI is derived by 
frequency steering, is obtained as a weighted average of a large number of free-running and 
independent atomic clocks spread worldwide. The computation uses the algorithm ALGOS , 
which is optimized for long-term stability. 

Since January 1998, a modified form of the algorithm has been used for the calculation 
of TAI. This algorithm is based on the same defining equations as ALGOS [I], but includes 
two changes: 
(a) 
(b) 

These changes are described in more detail in [5] and [6 ] .  

reduction of the time interval Tof the computation from two months to one month [2]; 
application of an upper limit to the relative weights, WX, instead of to the absolute 
weights, p m x ,  attributed to the contributing clocks [3, 41. 
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The value a x  = 7.00 x 10” was fixed at the time of the first computation (January 
1998) to ensure continuity of the time scale. It corresponds to the value of the maximum 
relative weight assigned to clocks in the EAL computation (withpmx = 2500) in the 6May 
interval NovemberDecember 1997. Our analysis of the distribution of the relative weights 
attributed to clocks shows, however, that this value is no longer appropriate. 

The underlying aim of this study is to improve the stability of EAL and,hence,of TAI. 
To achieve this we need to take best advantage from the HP 5071A clocks and also from the 
hydrogen masers, by discriminating efficiently between them. Fixing an appropriate upper 
limit to the clocks weights in the EAL computation can ensure this. 

As the choice of c()hl~x is empirical, we could simply update its value, but, as we 
demonstrate that fixing to a constant could lead to a situation where the weights ol 
attributed to clocks are not normalized. 

To avoid such a situation, we suggest making &AX a function of the number, N, of 
clocks participating in TAI. A relation such as &AX = A/N is proposed, where A is an 
empirical constant. 

Three test time scales (E2, E25 and E3) have been established over 2.5 years using real 
clock data. They are based on the algorithm ALGOS and use the values 2.0, 2.5 and 3.0, 
respectively, for the constant A. By comparing the distributions of the resulting relative 
weights attributed, we show that E2, E25, and E3 allow a much better discrimination between 
clocks than does EAL. As they rely more heavily on the very best clocks, the time scales E2, 
E25,and E3, are thus more stable than EAL. We conclude that the stability of EAL, and hence 
that of TAI, can be improved. 

2 THE UPPER LIMIT OF RELATIVE WEIGHTS IN EAL 
COMPUTATION 

The computational process used to apply an upper limit to relative weights in ALGOS -is 
described in [4]. The most important feature of this process is that it does not independently 
assign a weight to each clock; instead, the set of clocks is treated globally. 
The classical variance of the frequency of clock Hi relative to EAL [e (12,T), computed 
from 12 consecutive 30-day samples] plays an important part in the computation of its 
relative weight, mi, and therefore has an effect on the stability of EAL. This variance 
c$ (12,T) (calculated over twelve consecutive samples of duration 7) is an estimate of the 

zero-dead-time sample variance 0; (12,T,T) [7, 81 of the frequencies of clock Hi relative to 

EAL, and is linked to the usual Allan variance 6, (T) by the relation: 

where B1 = 1.924 in the case of flicker-frequency noise modulation over averaging times 
T =  30 d. 

When EAL is computed, 0;(12,T) values of the docks reaching a x ,  differ 

significantly. We define c?Mm to be the largest of these variances, corresponding to the least 
stable clock attributed MX. 
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Figure 1 shows the distribution of relative weights, {mi, i = 1, N), attributed to clocks in the 
EAL computation. The given values are the means calculated over 2.5 yeafs (from January 
1998 until June 2000). The number of clocks reaching %x = 7.00 x loe3 and falling within 
five other classes of relative weight mi are presented. The classes are defined below: 

class I 80% h x  I Wj < %AX 

class I1 60% I Wi < ~ O % & A X  
class I11 4 0 %  a x  I Wi < ~ O % % A X  
class IV 2 0 % ~ ~  I Wi < ~ O % & A X  
class V Wj < 20 % %AX 

We observe that 123 clocks reach and that there are less than 10 clocks within each 
class, apart from class V which includes 29 clocks. Fixing m x  to 7.00 x thus allows a 
large number of clocks (70 % of the total number) to reach this upper limit. 
The clocks that contribute to the construction to EAL can be separated into three different 
clock types: hydrogen masers, HP 5071A clocks, and other caesium clocks. Figure 2 shows 
the distribution of relative weights for these three clock types. Again the same classes of 
relative weights are presented. For each clock type there are less than 5 units within each 
class, apart from class V which includes 3 HP 5071A clocks, 6 hydrogen masers and 20 other 
caesium clocks. Among the clocks reaching a x ,  we have: 93 HP 5071A clocks (83 '30 of 
the total number of such clocks), 17 hydrogen masers (60 % of the total number of hydrogen 
masers), and 3 1 % other cesium clocks (3 1 % of this group). These data are summarized in 
Table 1. It is clear that the discrimination is not efficient, especially for the HP 5071A clocks 
and the hydrogen masers. 

3 NEED TO UPDATE W M ~  

When attributing relative weights, eecient discrimination between clocks must be made in 
order that the resulting time scale relies most heavily upon a maximum number of the very 
best clocks. With m x  = 7.00 x are given 
the same relative weight as clocks with 0;: (127) values many times less than this. Figure 3, a 
histogram of the q(12,ZJ data, clearly shows that m x  = 7.00 x loT3 yields a value of OMIN 

that does not achieve the required discrimination. It is, therefore, necessary to update ax 
such that the corresponding C T M ~  value is small enough that such discrimination is possible. 

Figures 4 and 5 show the relative frequency stabilities of some of the best HP 5071A 
clocks and hydrogen masers used in the establishment of TAI. On each figure, the indicated 
value of 0 y ~ ~ ~ ( 3 0 ) ,  computed from (l), differs significantly from the plotted o,,, (30) values. 

however, clocks with 0;: ( 1 2 3  = 15.9 x 

4 REVISED WAY OF FIXING AN UPPER LIMIT TO 
CLOCK WEIGHTS 
We propose not to fix m x  to a given value, but to make %AX a function of the number, N, 
of clocks contributing to the construction of TAI. A relation such as WMAX = A/N is suggested, 
where A is an empirical constant. There is no fundamental difference between this function 

197 



and a fixed value; in both cases the choice of wx is empirical. Nevertheless,a fixed value of 
wx could lead, if N were small, to a situation where N1 clocks reach %AX, while the 
weights of the remaining ( N -  N1) clocks is zero. This situation is very unlikely to occur, but 
if it did, then the relative weights would not be normalized and the relation of definition of 
EAL would no longer be valid. Such a situation could not occur with the proposed alternative: 
if N decreased suddenly, then %AX would increase so that discrimination among clocks 
would still be made and the normalization requirement fulfilled. 

5 TESTS ON REAL DATA 

In this section three time scales are considered and compared to EAL. Each is calculated by 
running the ALGOS algorithm on real clock data, using different values of MX = AIN. 
These time scales are E2, E25, and E3, with values of 2.0, 2.5, and 3.0, respectively, for the 
constant A .  

The results for our set of clocks over the period from January 1998 to June 2000 are 
summarizd in Table 1 , where they are compared with EAL, and the properties of the test time 
scales are described in more detail below. 

Table 1. Summary of the results of the four time scales EAL, E2, E25,and E3 calculated over 
the period January 1998 to June 2000. The values of OMAX and OMIN are indicated, along with 
the fraction of clocks attributed the maximum weighting. 

Time scale lo3 x OMX 10'' x CJMN 100 x Fraction of clocks reaching OMAX 

masers clocks 
Total HP 5071A Hydrogen Other Cs 

EAL 7.00 15.9 70 83 60. 31 

E2 9.5 1 7.8 41 50 41 12 

E25 11.89 5.8 27 33 36 7 

E3 14.27 4.9 18 20 3 1 

5.1 TIME SCALE E2 

Figures 6 and 7 show the distribution of relative weights attributed to clocks in the 
computation of E2. The results seem more satisfying than those obtained with EAL 
(cf. Fig. 1) in the following respects: 
- 
- 

it reduces reasonably the amount of clocks reaching this upper limit; 
it allows a given clock Hi, providing it does not show abnormal behavior, to reach  AX 
if its q(12,30) value is less than or equal to 7.8 x 
it allows a reasonable discrimination between the clocks; 
it relies more heavily upon the best clocks. 

- 
- 
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5.2 TIME SCALE E25 

Figure 8 shows the distribution of relative weights, attributed to clocks in the computation of 
E25. The value oMN, corresponding to the least stable clock attributed a x ,  is nearly three 
times smaller than that obtained for EAL (Table 1). The conditions for a given clock to reach 
the upper limit of relative weights are more severe here than for EAL or E2. 

The distribution of relative weights for the three clock types defined in Section2 is 
presented in Figure 9. We observe that an efficient discrimination among the clocks is made, 
and that the number of clocks at a x  is still great enough to ensure the reliability of the time 
scale. Figure 10 shows a histogram of the standard deviation q{12,30) and the position of 
OMIN. 

For the group of clocks considered, the time scale E25 has the following advantages 
over EAL: 
- 
- 

. 

it substantially reduces the number of clocks attributed UMAX; 

it allows a given clock Hj, providing it does not show abnormal behavior, to reach %AX 

when its q{12,30) value is less than or equal to 5.8 x 
it allows efficient discrimination between the clocks; 
it relies more heavily upon the very best clocks. 

- 
- 

5.3 TIME SCALE E3 

Figures 11 shows the distribution of relative weights attributed to clocks in the computation of 
E3, and Figure 12 shows the distribution of relative weights for the three different clock 
types. Only 18 % of the clocks are attributed the maximum relative weight, and this fraction is 
not enough large to ensure the reliability of TAI. Here the conditions required for a clock to 
obtain the maximum relative weight are too severe. Figure 13 shows a histogram of the 
standard deviations q(12,30) and the position of OMIN. 

With the considered clock ensemble, E3 
- 
- 

reduces excessively the number of clocks attributed &AX; 

allows a given clock Hi, providing it does not show abnormal behavior, to reach %AX if 
its q{12,30) value is less than or equal to 4.9 x 
provides severe discrimination between the clocks; 
relies more heavily upon a selection of the very best clocks than the other time scales 
considered here, but the small fraction selected is not large enough to ensure the reliability 
of the resulting time scale. 

- 
- 

5.4 STABILITY OF TIME SCALES EAL, E2, E25, AND E3 
The stabilities of the time scales EAL, E2, E25, and E3 have been compared to three of the 
best independent time scales in the world: those maintained at the NIST (Boulder, Colorado, 
USA), the BNM-LPTF (Paris, France),and the AMC (Colorado Spring, USA). Intrinsic values 
of q(Z> computed using the N-cornered-hat technique are shown in Figure 14. 

As expected, because the time scales E2, E25, and E3 allow more efficient 
discrimination between the clocks, they rely more heavily upon the very best units and are 
consequently more stable than EAL. 
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6 CONCLUSIONS AND PROPOSAL ~ 

The fixed value 7 x lO”,for the upper limit of clock weights WMAX is no longer appropriate 
because it does not allow efficient discrimination between the clocks. It is suggested that this 
fixed value be replaced by a function &AX = A / N, where A is an empirical constant and N 
is the number of clocks participating in the construction of TAI. Such a function would avoid 
a possible problem described in Section4 which could arise if an insufficient number of 
clocks were available. 

The suggested function has been tested successfully, with A = 2.0, A = 2.5, and A = 3.0, 
using real clock data over 2.5 years, and the resulting time scales E2, E25, and E3 are more 
stable than EAL. 

We, therefore, propose to adopt a function such as a x  = A/N to define the upper limit 
for clock weights in the algorithm ALGOS used to calculate TAI. Regarding the choice of the 
constant A, among the three tested values, A=3.O must be set aside because it causes an 
excessive reduction in the number of clocks reaching GL]MAX. A more appropriate value seems 
to be d = 2.5; the corresponding time scale E25 allows a more efficient discrimination 
between clocks and shows a better stability. Adoption of this value for TAI computation 
would, however, change &AX from 7.00 x to 11.89 x Such a discontinuity could 
influence the behavior of TAI and should be avoided. It would be preferable to move more 
gradually towards this’value, for example by using A = 2.0 for one year and then moving to 
A = 2.5. 

We,thus,propose to set A = 2 from January 2001 until December 2001, and to set k 2 . 5  
from January 2002 onwards. In this way &AX will change from 7.00 x to 9.51 x at 
the beginning of January 2001, and from 9.5 1 x in January 2002. Based 
on the experience of the BIPM Time Section, such small changes will not perturb the 

to 11.89 x 

behavior of TAI. 
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Clocks weights distribution (scale E25)  
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Clocks weights distribution (scale E3) 
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Questions and Answers 

JUDAH LEVINE (NIST): I think that’s a good idea. One of the things that you will have to 
be concerned about is as you raise the maximum weight that a clock can have, the hydrogen 
masers will begin to take over, because in short term, they are much more stable than anything 
else. But thatswill introduce frequency drift into TAI, because almost all the hydrogen masers 
drift. That will mean that you .may need more steering to TAI as the hydrogen masers begin 
to pull the scale. As you make the weight larger and larger, that will become an effect that 
you will begin to see. I mean, we have that effect on our hydrogen masers; they drift. 

JACQUES AZOUBIB: The drift of hydrogen masers is not taken into account in the algorithm 
because we have a test that analyzes if a clock shows an abnormal behavior. And if a hydrogen 
maser shows a frequency drift, its weight is set to zero. 

LEVINE: The drift would be too small for you to see. It will be like l0-I6/day. In short term, 
it will look much, much better than a cesium. 

AZOUBIB: Yes, in short term, yes. 

WLODZIMIERZ LEWANDOWSKI (BIPM, France): Just a comment on what was said. What 
Jacques is suggesting, if I understand, it will not increase the number of masers used, but it 
will take into account the best masers. So there will be a big increase of the use of masers, 
but it will be an increase of the best, taking advantage of the best masers. There will be a 
better discrimination between masers, but not an increase of the number of masers used for 
TAI. The idea is a better discrimination between the best clocks and not to increase. So the 
best masers will have bigger impact on TAL There will be no more masers. 

AZOUBIB: You can see on this scale that the maximum weight will have 10 hydrogen masers, 
exactly. It is 36% of the number of hydrogen masers. In EAL with omega maximum at 0.7%, 
we have 60% of the total number of hydrogen masers. That means that here only the very, 
very best hydrogen masers are selected. 

DEMETRIOS MATSAKIS (USNO): I’ll just mention my prediction which I made in print, and 
you’ve heard before. I wonder if you would comment on my comment. I made a prediction 
that 10 years from now the BIPM will be using the improved time transfer, probably two-way, 
but maybe GPS carrier-phase, to view EAL much more closely spaced, and they will be using 
masers completely for the short term; and they’ll be steering it to cesiums in the long term. 
Which would answer Judah’s comment. And I see this as a step in that direction. 

AZOUBIB: Yes, we are working in that direction. 

MATSAKIS: Let me ask you a question also. I just wondered when you computed your sigmas, 
you did it by N-cornered hats and, you know, that they are very- 

AZOUBIB: Yes, of course, and I used the best time scales in the world, but not USNO’s._Not 
because it’s a bad time scale, but it is too much correlated with the scales. USNO has too 
many clocks. I used NIST, the AMC, and LPTE 

MATSAKIS: And they all agreed. 

AZOUBIB: Yes, because the correlation is very small. For instance, for NIST, we have 9% 
percent of the total weight, so the correlation is small enough to use it. 

MATSAKIS: You could also make a prediction based on elementary Gaussian statistics. 

AZOUBIB: Yes. 
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MATSAKIS: Did that agree with the other thing? 

AZOUBIB: Our way to work with this is, for each computation make a diagram and to fix 
sigma squared so that one clock of the three reaches the maximum weight. But it is far too 
complicated to do now. We work step by step, you know. 

MATSAKIS: You need Judah's computers. 
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Abstract 

This paper is the second in a two-part series that introduces the concepts of two-way time 
transfer using commercial satellite modems. The first paper [ l ]  presented the concept of time-based 
communication and detailed multiple implementations using satellite channels. This paper presents 
the results of a transatlantic proof-of-concept demonstration of the technology. A short review of 
time-based communications is presented, followed by a detailed description of the test. Results are 
presented and data examined for consistency over time and temperature. 

1.0 TIME-BASED COMMUNICATION 

Time-based communication is a technology in which an active data communications 
channel is utilized as a vehicle for two-way time transfer. The impetus for the 
development of this technology is the existence of users with stringent timing 
requirements and existing or planned communications infrastructures. Time-based 
communication provides very precise time transfer capability in the background of a 
data transfer channel. This allows two ends of a communications link to be precisely 
synchronized without fielding an independent timing system. 

Time-based communication is a generic technology with a few basic requirements [ 11. 
The data channel must be duplex using a medium that has uniform delay characteristics 
over the time of the measurement. Implementation of these concepts has been 
accomplished over fiber [2]  and satellite channels [l]. In this paper, an over-the-air 
(OTA) system is evaluated using commercial satellite modems between Europe and the 
United States. 

The different tasks performed by the modem in the OTA system are seen in Figure 1. 
The top (darker shade) section contains the typical communications tasks. These tasks, 
from the administration of the link to the actual transfer of data, are performed in order to 
transfer data from one end of the link to the other. The bottom section (lighter shade) 
shows the timing tasks that are performed in the background of the data link. These 
tasks, detailed in reference 1, include injecting a pattern to measure, measuring the 
pattern at each end of the linkband exchanging measurement data. 
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Figure 1: OTA Modem Responsibilities 

2.0 HARDWARE CONFIGURATION 

Figure 2 depicts the hardware implementation used for the demonstration. The OTA 
system was fielded between a site in Europe and a site in the United States. The two sites 
use identical GPS-based systems (darkly shaded elements in Figure 2) for timing 
recovery where passive GPS data are processed to steer a local cesium. Cross-site time 
synchrony is achieved by virtue of the fact that each site steers to a common reference, 
UTC(GPS). The OTA system (lightly shaded elements in Figure 2) was connected to the 
on-time point at each site. The OTA system produced a measurement of the cross-site 
time offset. 
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Figure 2: Demonstration Hardware Configuration 

The OTA hardware consists of three significant pieces: the ground terminal, the modem, 
and the measurement hardware. An additional chassis for temperature measurements was 
also included (temperature compensation is discussed insection 4.2). The ground 
terminal used for this test was a mobile 2.4 meter, tri-band dish. The dish (seen deployed 
in Figure 3) is owned and operated by the US Air Force Mobile Communications Unit 
(MOCOMM). The modem is a commercially available satellite communications modem 
manufactured by RadyneKomstream. The measurement equipment consisted of a 
Timing Solutions chassis with precision timers run from a pentium controller. 

The satellite channel for the test was a 256 kbs duplex link using the DSCS Westlant 
satellite. X-Band frequencies were used for uplinks and downlinks to/from the sites. The 
system was calibrated using identical frequencies and transponders after the test. This 
was possible due to the use of mobile terminals that could be fielded as two ends of a link 
and then co-located after the test for calibration. 
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Figure 3: MOCOMM Tri-Band Ground Terminal 

3.0 TEST RESULTS 

Data were collected over a 9-day period for this test. The resulting measurement is seen in 
Figure 4. The blue curve is the post-processed OTA data. The raw 1-second data were 
processed using a running 900second average to produce the continuous plot in Figure 4. 
The data have been corrected for Sagnac effect (239 ns), temperature differences, and 
absolute delay differences in the modems. The standard deviation of the data set is below 
1 ns and the quality of the data is sufficient to see the motion of the clocks at the two ends 
of the link (each system is actively steering). 

The data in Figure 4 provide a continuous record of the cross-site timing performance 
over the demonstration period. The first 5 days show steadystate operation of the 
systems. On mjd 51853, the cesium at one end reached end-of-life and its performance 
began to degrade. This is evident in the data set by the increased noise level and 2511s 
movement in the plot. The cesium was removed and replaced on mjd 51855. The plot in 
Figure 4 shows the system recovery as the GPS filter learns the frequency of the new 
clock after the cesium was replaced. 
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Figure 4: OTA Data 

4.0 DATA CORRECTIONS 

The use of commercial modems for timing becomes challenging as the precision level 
required gets better. Commercial satellite modems are not designed or manufactured 
with time-transfer requirements in mind. Although bit synchronization at higher bit rates 
requires better clock recovery, the absolute delay stability is not an issue. There are two 
primary effects that have been observed while using commercial satellite modems for 
time transfer. The first effect is a direct correlation between bit rate and timing stability. 
The second effect is the dependence of modem propagation delay on temperature. These 
two effects are discussed in detail below. 

4.1 Bit Rate 

Commercial satellite modems are typically manufactured to operate over a large range of 
data rates. The RadyneKomstream modem used for the transatlantic demo has been 
tested at rates ranging from 128 kbps to 1.544 Mbps. The jitter on the received signal is 
directly relatable to the bit rate. Figure 5 shows the dependence of the two-way RMS on 
the achieved bit rate and how it relates to averaging time. The RMS stability of the raw 
data is seen in the blue curve. The raw data stability ranges from 5ns at 1.536 Mbps to 50 
ns at 128 kbps. The goal of this measurement is 1-ns RMS and averaging times are 
chosen accordingly. Figure 5 shows that lOOsecond averages are sufficient to achieve 
sub-nanosecond performance at bit rates over 512 kbps and below 512 kbps it is 
necessary to use a longer average. 

215 



Performance vs, Bit Rate 
Varying Averging Periods 

100 

0.1 I I I I I I 

0 256 51 2 768 1024 1280 1536 

Bit Rate (ksps) 

Figure 5: Performance vs.Bit Rate 

For the transatlantic demonstration, a data rate of 256 kbps (before coding) was used. 
Although a higher rate would have allowed shorter averaging times, the link rate choice 
was driven by the power limitations of the DSCS satellite. The actual channel bit rate 
was higher than 256 kbps due to the use of Viterbi 7/8 and Reed Solomon coding. The 
data rate was changed to 128 kbps for a day to show the higher noise level. This is 
highlighted in Figure 6. 

....... . . 

t 

Figure 6: Elevated Noise due to Lower Bandwidth 

216 



4.2 Temperature 

Commercial modems have temperature dependencies that must be measured and 
removed. Due to the requirement to support a wide range of bit rates, the modem design 
includes a bank of filters between switches where the filter choice is driven by the 
selected bit rate. These filters have group delay characteristics that vary with 
temperature. The modems were calibrated in dual temperature chambers prior to the 
experiment. Temperature coefficients of 1.5 ns/deg F were determined. Temperature 
sensors were added to the modems to log data during the test. The data were corrected 
using the temperature information to remove the effect. In order to verify that the 
correction was being done properly, the temperature was raised in one modem for a 2- 
day period during the test. Figure 7 shows the temperature record for each side of the 
link and highlights the two-way data during the period where the temperature was raised 
at one side. The data do not show any bias due to the change in temperature. This 
provides confidence that the effects of varying temperature were properly removed. 

Figure 7: Performance vs. Temperature 

5.0 CONCLUSIONS 

This paper provides final proof-of-concept for conducting time-based communications 
over satellite links. The concepts of time-based communications were implemented 
using a commercial satellite modem. Timing was performed in the background of an 
active data channel. Data were processed to provide a sub-nanosecond (RMS) continuous 
estimate of the relative performance of two GPS timing systems. The performance of the 
system was sufficient to see the steering of the clocks and to detect the failure of a cesium 
clock in the system. The prototype hardware used for this demonstration had bit-rate and 
temperature-related performance dependencies that were accommodated and documented 
during the test. 
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Time-based communication is a viable option for users who require precision time 
synchrony and have a communications infrastructure. Timing can be performed in the 
background with no impact to data users (negligible bandwidth is used). The concepts of 
time-based communications extend to any two-way communications channel and have 
been demonstrated at the 20 picosecond level over fiber. 
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Questions and Answers 

HUGO FRUEHAUF (Zyfer, Inc.): Can you do this during normal communications? And, 
how much overhead would you require to practically make this happen? 

THOMAS CELANO: In the case that I just showed you, we were doing normal communications 
throughout. In order to show .that we were not affecting the bit error rate of the link, we 
were conducting normal communications. And yes, this is intended to be conducted in the 
background. In this particular case, on a 256 kilobit per second channel, we were taking 9600 
bits per second. We were taking an engineering service channel, so it’s really minimal to what 
they were doing. They didn’t notice we were doing it. 
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Abstract 

Iko-Way Satellite Time and Frequency Transfer (TWSTFT) is one ofthe most precise and accurate 
time transfer techniques. Recently TWSTFT results among the European and North American time 
and frequency institutes have been started applying to the TAl calculation. A TWSTFT network in the 
PaciJic Rim region is also being developed rapidly. CRL and NRLM in Japan, N M L  in Australia, 
CSAO in China, and T L  in Taiwan have been doing TWSTFT time transfer on a regular basis. 
Some other institutes, such as KRlSS in South Korea and PSB in Singapore, are also planning 
to join this network within 1 year. By performing TWSTFT time transfer it became obvious that 
several problems in TWSTFT should be solvedfor practical use and contribution to TAl with the full 
performance of TWSTFT. We have been developing a new time transfer modem to solve or reduce 
most of these problems with TWSTFT. It has three PRN code modulator units for transmission 
and eight PRN code demodulator and time-interval measurement units for receiving. It realizes 
simultaneous time transfer among up to eight stations. 

INTRODUCTION 

Research and development of the atomic clocks and primary frequency standards realize im- 
provement of the stability and accuracy of the International Atomic Time (TAI) and Coordinated 
Universal Time (UTC). The stability of TAI and UTC is currently about 2210-15 over a few 
weeks. It is also predicted that the stability of TAI and UTC will reach a few parts in 10l6 within 
10 years. Thus, the new precise time and frequency transfer methods are being investigated 
in the time and frequency community. They are based on GPS carrier-phase measurements, 
GPS/GLONASS multi-channel C/A code measurements [l], and Two-way Satellite Time and 
Frequency Transfer (TWSTFT). This paper relates to the TWSTFT method. 

The concept of TWSTFT is very old. TWSTFT experiments were made around 1970; these 
experiments showed very high time transfer precision [2-31. However the TWSTFT method 
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was not used as a regular time transfer method until 1990's. One of the main reasons is that 
the TWSTFT method has very high capabilities for precise and accurate time transfer, but it 
needs expensive facilities and has a high running cost compared with the one-way method, such 
as GPS common-view. 

But the progress of atomic clocks and primary frequency standards require more precise time 
transfer techniques, so the TWSTFT method has been widely investigated in time and frequency 
standard institutes [4-81. Especially in Europe and North American area, the regular TWSTFT 
has been performed to contribute to the TAI calculation [9]. As we reported at PTT1'98 [lo], 
major T&F institutes in this region are making effort to construct a TWSTFT network there. 

TWSTFT NETWORK IN THE PACIFIC RIM REGION 

The history of the construction of TWSTFT network in the Pacific Rim region and its present 
status are shown in Table 1. Due to several problems for each time transfer link, such as 
failure of the earth station and change of the transponder of the satellite, some of them were 
interrupted after the start of the operation. But as shown in Fig. 1, the time transfer links 
shown by black solid lines are operating or going to re-start in the very near future. In addition 
these links, PSB in Singapore and KRISS in South Korea, will join to this network around the 
middle of 2001. 

Table 1 History and present status of the TWSTFT network in the Pacific Rim region 

Link Start epoch Satellite Frequency band Status 

CRL-NML October 1997 INTELSAT 702, 176" E Ku-band Interrupted 
CRL-CSAO October 1998 JCSAT-lB, 150"E Ku-band Operating 
CRL-NRLM March 1999 JCSAT-IB, 150" E Ku-band Operating 
CRL-TL June 2000 JCSAT-lB, 150" E Ku-band Interrupted 
NML-NIST July 1999 INTELSAT 701, 180° E C-band Operating 

................................................................................................................................. 

DRAWBACKS OF TWSTFT 

TWSTFT has big advantages compared with the one-way methods, such as GPS common-view, 
but it also has several drawbacks: 

(1) difficulty of full automatic operation due to radio signal transmission to the satellite, 
(2) expensive cost of the satellite links, 
(3) difficulty of performing time transfer among more than three stations simultaneously using 
conventional time transfer modems, and 
(4) accurate evaluation of internal delays and delay variations in earth stations. 

Due mainly to item (l), it is difficult to perform the time transfer just on TAI's calculation 
reference epoch, which is at 0:OO UTC every 5 days. In the case of GPS common-view, we 
have more than 30 common-view tracks between long-distance cases for each TAI's calculation 
epoch, but in the case of TWSTFT, we have only two or three time transfer results per week. 
So the estimation error for the reference epoch of TAI's calculation from the observed database 
is much larger than the precision of the each observation. Even in this case, the TWSTFT 
results have almost the same stability as GPS common-view. 
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DEVELOPMENT OF A NEW TIME TRANSFER MODEM 
To compensate for or minimize the drawbacks described in previous section, a new time transfer 
modem for TWSTFT is now under construction at CRL. Table 2 shows the main specifications 
of the new modem. As described in the table, the new mo,dem uses a multi-channel method 
to perform time tran8fer experiments among more than three stations simultaneously. 

Table 2 Specifications of the new time transfer modem 

Modulation 
Modulation Channels 3 

Direct-sequence spread-spectrum method using PRN code 

one for time transfer 
two for Earth station delay calibration 

six for time transfer 
two for Earth station delay calibration 

Demodulation or Receiving Channels 8 

Clock rate of PRN code 
Bit length of PRN code 
Communication function 

Remote control function 

2.04775 MHz or 2.0455 MHz 
8191 bits (13 stage FSR) or 4091 bits (12 stage FSR) 
Communication function for data transmission among the 
participating stations 
the modems on the slave stations can be controlled from the 
master station via Internet 

MULTI-POINT SIMULTANEOUS TIME TRANSFER USING THE NEW 
TIME TRANSFER MODEM 

The time transfer concept using this new modem with four stations is shown in Fig. 3. Each 
station transmits a time transfer signal that is modulated using the spread-spectrum method. 
The pseudo-random noise code for the modulation used at each station is different. All of 
the received signals at the satellite are combined and retransmitted back to the ground. The 
multi-channel receiving section at each station demodulates the signals from the satellite and 
makes arrival time measurements using the station reference clock. The time differences for 
all the pairs of participating stations can be calculated by exchanging the measured data. Thus, 
the time transfer of all pairs of participating stations can be performed simultaneously. 

The following equations explain the above principle. As shown in Fig. 3, we assume that 
four stations are participating the TWSTFT, and T,, Tb, T,, and Td denote the time of the 
reference clock at each station. Tal, Taz, and Ta3 are the measured values at “station a” for 
the received signal from station b, c, and d, and they are expressed by the equations (l), (2), 
and (3), respectively. 

where ATij=Ti-TjI Tui is the up-link signal propagation delay from the station j to the satellite, 
T D i  is the down-link signal propagation delay from the satellite to the station i, and AT, is 
internal signal delay in the satellite. 

Equations (4), (9, and (6)  are measured values at “station b.” 
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Equations (7), (8), and (9) are measured values at “station c.” 

Equations (lo), (Jl) ,  and (12) are measured values at “station d,” 

The time difference between clock i and clock j is expressed by equation (13). 

The up-link and down link propagation delay between the earth station and the satellite are 
almost same, so they can be assumed as equations (14). 

By using above equations, we can easily obtain the all pairs of the time difference between the 
participating stations shown as equations (15) to (20): 

These equations show the simultaneous time transfer between all pairs of the participating 
stations can be performed using the new modem. 

CONCEPT OF AUTOMATIC OPERATION 

The new modem has the function to be controlled from the master station using the Internet. 
Table 3 shows the sequence to perform the TWSTFT session among the participating stations. 
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Table 3 Sequence of TWSTFF using the new modem 
.......................................................................................................................... 

1. The operator at the master station makes the arrangement to the satellite management 

2. Distribution of time transfer parameters from master station to the slave stations, 
3. Wait until the start time, 
4. Start the carrier signal transmission from all of the partictpating stations, 
5. Automatically measure the received power level, frequency and C/No at each station, 
6. Control the transmission power at the slave station according to the command from the 

7. Exchange the status of all of the channels used at each station, 
8. Wait the start epoch of the time transfer, 
9. Make time transfer operation and exchange the measured data among the participating 

9. Finish the time transfer operation at each station. 

organization, 

master station, 

stations, 

To do item 1, at least one person at the master station should make the communication with 
the satellite management organization, but no manpower is needed at the slave stations; this 
function realizes a large reduction in manpower and the performance of the time transfer 
exactly at TAI's reference time. It can reduce the initial synchronization time of the PRN code 
modulation signal by using the frequency information of the carrier signal from each station 
measured in item 5. 

MEASUREMENTS OF DELAY VARIATION OF THE EARTH STATION 

The delay and delay variation in the earth station is one of the most significant error sources 
in the TWSTFT method. The new modem is able to monitor and compensate the transmission 
path and receiving path in the earth station. Fig. 4 shows the schematic diagram of the 
measurement of the internal delays of the earth station. A small portion of the transmission 
signal is transferred from the front end of the earth station to the modem. The calibration 
signal for the receiving path is transferred from the modem to the front end part of the earth 
station. These signals are transferred using same cable to cancel the delay and the delay 
variation due to the cable length change. After the frequency conversion, the transmission 
signal, and the calibration signal are fed to the new modem. Thus, delay and delay variation of 
the transmission path and the receiving path of the earth station are measured by the modem 
simultaneously performing the time transfer among the other stations: 

CONCLUSIONS 

We described the present situation of the TWSTFT network in the Pacific Rim region. The 
number of the participating stations is increasing steadily. The TWSTFT has many advantages 
compared with the one-way methods, such as the GPS common-view, the GPS carrier phase, 
and the GPSIGLONASS multi-channel, but it also has several disadvantages. It is expected 
that the new type of the time transfer modem described in this paper is one of the solutions 
to eliminate or reduce the problems of TWSTFT. 

By using this new time transfer modem, we can realize the following improvements in TWSTFT 
experiments: 
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(1) shortened use of satellite time and reduced satellite link charges, 
(2) simultaneous time transfer among participating stations, and 
(3) lower manpower requirements. 

Thus, it can be said that items (2) and (3) allow TWSTFT to be performed at the exact same 
time as TAI’s calculation reference epoch. 
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Fig. 1 : The TWSTFT network in the Pacific Rim region. 

Fig.2: A block diagram of the new modem for the TWSFTF. 

227 



a Ta b Tb c Tc d Td 

Fig. 3: A concept Multi-points simultaneous time transfer using the new modem. 

Tnrpaahue commlId 
bOX(*l'G 

b 

Fig. 4: A concept of the measurement of the internal delays in the earth station for TWSTFT. 
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Abstract 

The 8th Meeting of the BZPM Working Group on lbo-Way Satellite Time and Frequency Transfer 
(TWSTFT) took place on October 5-6, 2000. I t  was hosted by the Time and Frequency Division of 
the BlPM at Sdvres, France. This paper reports on highlights of the meeting as well as covers the 
latest developments in the area of lbo-Way Satellite Time Transfer (TWSTT). 

INTRODUCTION 

The 8th meeting of the Consultative Committee for Time and Frequency (CCTF) Working Group 
(WG) on Two-way Satellite Time and Frequency Transfer (TWSTFT) was held on 5 and 6 October 
2000 at the Bureau International des Poids et Mesures (BIPM), Skvres near Paris. An additional 
session of the participating stations was held on 5 October at the end of the general session. The 
meeting was organized by the Time Section of the BIPM and was chaired by Dr W.J. Klepczynski of 
ISI, Inc. The list of participants is given in the Appendix to this report. Dr T.J. Quinn, Director of the 
BIPM, welcomed participants with an opening address. Other contributions to the meeting are 
available on the http://www.bipm.fr/pdf/cctf/wg twstft.html 

SUMMARY OF THE MEETING 

The meeting was devoted to an overview of current TWSTFT operations, studies of uncertainties of 
TWSTFT links, the possible extension of TWSTFT observations to 5 or 7 days per week, 
calibrations of TWSTFT stations, expansion of TWSTFT links to the Pacific Rim region including 
links with Europe and North America, and the introduction of further TWSTFT links into TAI. 
Electronic versions of all reports/presentations are available at the BIPM website (see above). 

REPORTS 

Reports from Participating Stations. The participating stations presented reports on their work. The 
ROA TWSTFT station is now operational and will soon start to send data to the BIPM on a regular 
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basis. The IEN TWSTFT station is completely automated, and INTELSAT approval of the IEN VSAT 
antenna was obtained in May 2000. In July 2000 the NIST undertook the first TWSTFT comparison 
of the NIST and PTB cesium fountains. It plans to continue to use TWSTFT for comparisons of 
NIST and PTB caesium fountains when they are operating simultaneously. The NIST will use 
TWSTFT as its main link to TAI as soon as some issues concerning reliability are resolved. The 
NPL’s primary station NPLOl is almost completely automated, and the back-up station NPL02 
provides a secondary TWSTFT link with the USNO. The OCA TWSTFT data are now sent to the 
BIPM on a regular basis and this station is expected to be fully automated before the end of 2000. In 
the Pacific Rim region the CSAO and TL stations should soon be operational. 

BIPM TWSTFT Monthly Reports. J. Azoubib highlighted that the variances of all the studied links 
show that TWSTFT has a clear advantage over GPS common-view for averaging times of up to a few 
tens of days. He noted that at some stations the GPS equipment is subject to systematic errors. He 
stressed that the use of TWSTFT significantly improves transatlantic links because, unlike GPS, 
TWSTFT is unaffected by ionospheric delays. This is particularly important during the present period 
of higli solar activity. 

Analyses of the current performance of T W S T V  show that clocks located on different continents can 
be compared at their full level of performance within 5-day intervals, without being affected by 
time-transfer measurement noise. Thus, if TWSTFT were used for all TAI links, the stability of TAI 
would be improved for periods of up to 10 days. The introduction of a number of TWSTFT links into 
TAI has already increased robustness of TAI construction: TAI no longer relies on a single technique, 
because TWSTFT links are backed-up by GPS links and vice versa, and for the first time two 
transatlantic links are included, each of which being performed by two independent techniques. 

USNO Time Transfer Monthly Reports. On behalf of K. Senior, D. Matsakis presented a summary of 
the USNO Time Transfer Reports. The USNO is carrying out comparisons of the TWSTFT, GPS 
common-view, and GPS carrier-phase (CP) techniques. Although recognizing the qualities and future 
potential of GPS CP, he said that for the time being TWSTFT gives the best performance. 

Comparisons with other techniques. Several participants presented the results of comparisons of the 
TWSTFT, GPS common-view, and GPS CP techniques (refer in particular to the presentations from 
the NIST, USN0,and BIPM). 

Study of uncertainty of TWSTFT links. Several detailed studies on uncertainties were presented 
during the meeting. Of particular interest were the presentations by D. Kirchner and T. Parker. 

Calibration of TWSTFT link with a portable X-band station. In May 2000 USNO carried out a 
calibration of the PTB-USNO link using a portable X-band station. Simultaneous X- and Ku-band 
sessions were recorded on 2 days. The data are being evaluated at the USNO, and calibrations of 
other links with this X-band station are planned. 

Calibration of TWSTFT link with GPS. It was stressed that frequent calibration of TWSTFT 
equipment using GPS should be organized. In addition each calibration of TWSTFT equipment by a 
portable TWSTFT station should be confirmed by GPS. G. de Jong has recently discovered that AOA 
TTR6 receivers use a trigger level of 1.4 V instead the 0.5 V used by older models. This may 
complicate GPS calibrations and must be taken into account. 
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Relocation of NPL stution. In March or April 2001, the NPL Time Section will move to a new 
building. A procedure will be put in place to ensure the continuity of time operations. The BIPM and 
WG will be kept informed. 

Future of TWSTFT. D. Kirchner shared his views on possible future developments of TWSTFT. 
Among them are: more frequent, fully automated measurements, higher chip rate (20 MHz; SATRE 
modem is ready), exchange of 1 s data via satellite (SATRE and other modems are available), use of 
carrier phase for TWSTFT (SATRE is available), development of a small and self-contained 
(hardware, software) station that is simple to operate. 

New modems at NRL. R. Beard reported that new modem has been developed at the NRL, and will be 
adapted for use in mobile applications, for example for a ship to use as a back-up system for GPS. The 
possible implementation of MITREX code is considered too costly. 

ZGS Analysis Center Workshop 2000. F. Arias reported that this workshop took place during 25-29 
September at the USNO. Three main themes dominated the meeting: the IGS/BIPM Timing Pilot 
Project; the IGS near-real-time products and their applications; and potential interactions between the 
IGS and various GNSS systems (GPS, Galileo, GLONASS). 

ACTIONS 

The WG decided the following actions: 

0 Extension of the number of weekly TWSTFT sessions. A group comprising J. Davis, B. 
Klepczynski, T. Parker,and S. Shemar under the leadership of G. de Jong will investigate if the 
TWSTFT acquisition time can be reduced from 60 s to 30 s and TWSTFT sessions can be reduced 
from 120 s to 60 s to allow seven sessions a week. A report will be prepared for the PTTI meeting of 
participating stations. 

, 

Payment of INTELSAT. G. de Jong will coordinate payment of INTELSAT, addressing related 
issues concerning INTELSAT’s privatization in April 2001. 

Pacific Rim/Europe TWSTFT link. A working group on this issue was set up, with Z. Li as 
chairman and M. Imae, G. de Jong, B. Klepczynski, T. Parker,and S. Shemar as members. A short 
report will be prepared for the PTTI meeting of participating stations. 

6 Filtering ofoutliers. It was decided that during treatment of TWSTFT 1 s data, observations that 
deviate by more than 3 0 from the quadratic fit to the data will be eliminated, but only one at a time. 

0 GPS calibrations. Frequent (thrice yearly) GPS calibrations of TWSTFT equipment should be 
organized. The involvement of regional organizations such as EUROMET is welcomed. 

0 TWSTFT calibrations. The TWSTFT community should dedicate a portable TWSTFT station for 
frequent calibrations. A de-Jong-type satellite simulator should also be used more frequently for 
calibration. TWSTFT calibrations should always be confirmed by GPS calibrations. 
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0 Log files. It is recommended that log files be implemented on ftp sites to record the evolution of 
TWSTFT stations. 

0 Empty data files. Because an empty TWSTFT file is ambiguous it is recommended that an entry 
such as “no measurements” be made. 

0 E-mail dispatching software. The USNO plans to equip the TWSTFT community with software 
allowing the distribution of e-mail to the community. The software would also allow consultation of 
all exchanged messages. 

0 Theoretical uncertainty of TWSTFT. A draft table showing a theoretical estimation of different 
sources of uncertainties in TWSTFT will be prepared by J. Davis and W. Lewandowski for the PTTI 
meeting of participating stations. 

Studies of TWSTFT. Further investigations should be carried out to study the improvements 
brought into TAI by the use of TWSTFT. These studies should be completed in advance of the next 
meeting of the CCTF. 

USNO TWSTFT calibrations using US X-band satellite. The continuation of the calibrations by 
the USNO, including TAI TWSTFT links, is most encouraged. 

0 Zntroduction of new TWSTFT links into TAZ. The WG recommends the introduction of further 
TWSTFT links, including Pacific Rim links, into TAI. 

DIETER KIRCHNER 

The WG expressed its gratitude to Dr. Dieter Kirchner, scientist and engineer. Dr. Kirchner is 
one of the pioneers of the TWSTFT technique and remains one of the main contributors to its 
development. The WG expressed the hope that the TWSTFT community will continue to 
benefit from his expertise, despite the TUG ceasing operation. 

FORTHCOMING MEETING 

It was agreed that the next meeting of participating stations will be held during the PTTI’2000 
conference at the end of November 2000. The next full meeting of the Working Group will be 
held at the CSAO, Lintong, China, at the end of October 2001. 
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32nd Annual Precise Time and Time Interval ( P T T I )  Meeting 

LEAPSECONDS: PANEL DISCUSSION 

Dennis D, McCarthy, Chairman 
U.S. Naval Observatory 

This session is designed to be a little different in what we have had in the last few days. So I 
will call on the panel members, if they’re here, and that would be Steve Malys and Ron Beard. 

What we are attempting to do here is to get out some discussion on the leap second. The 
session itself is meant to be a discussion session, so we invite your questions, opinions, the good 
points, and bad points about leap seconds. We’d like to bring out some of the considerations 
that we,need to think about. 

The format for this will be that Harold Chadsey is going to give a brief historical introduction 
as to how we got into the situation where we are today. I’m going to talk about some of the 
considerations for doing something about leap seconds that is different from what we are doing 
today. Steve Malys is going to talk about some of the reasons to keep the current situation, 
why we need to consider doing that. Ron Beard is going to talk about the reaction to the 
International Telecommunications Union to recent suggestions about changes in the process. 
And then we would like to invite some discussion on what we would like to see in the future 
about this. We will also talk about some of the other activities that are going on in this business 
right now. With that, we’ll start off with Harold’s presentation on the historical background of 
the current situation. 
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32nd Annual Precise Time and Time Interval (PTTI) Meeting 

RELATING TIME TO THE EARTH’S 
VARIABLE ROTATION 

H. Chadsey and D. McCarthy 
U.S. Naval Observatory 

Washington, DC 20392, USA 

Abstract 

With the beginning of the 21st Century, the timing community finds itself again facing a decades- 
old problem of how to synchronize a uniform time scale with time derived from the Earth’s rotation. 
Atomic time is the basis for most everyday timing applications, However, time astronomically 
determined from the Earth’s rotation is essential for other applications including navigation. The 
history of relating atomic time to the Earth’s rotation is presented, including background information 
related to the current synchronization method of leap seconds. 

INTRODUCTION 

The technological advances of the 20th Century are causing the timing community to examine 
once again the decision to synchronize atomic time with the Earth’s rotation using leap seconds. 
Historically, time scales in common use have been maintained to within at least 1 second of 
time derived from the Earth’s rotation. The current practice is to insert 1-second adjustments, 
called leap seconds, into the atomic-based time scale to bring the two types of time to within 
0.9 seconds of one another. These adjustments are made internationally, preferably at 23h 59m 
59s on 30 June or 31 December depending on the varying rotation of the Earth. However, as 
technology advances, the time steps required to maintain that level of synchronization become 
more inconvenient for some users to implement. Before going into the details of leap second 
implementation, we should first look at the history of the second and leap seconds. 

RECENT HISTORY OF THE DEFINITION OF THE SECOND 

Two concepts for the definition of the second have been used in modern times. The first is 
the definition of a second based on the Earth’s rotation with respect to the Sun. The second 
is based on the Earth’s revolution about the Sun and is realized in practice by the frequency 
of an atomic transition in the cesium atom. 

ROTATIONAL SECOND 

Throughout history, the definition of time has traditionally been related to repetition of solar 
phenomena such as successive sunrises, sunsets or transits of the local meridian. In modern 
times, the astronomical second was defined conventionally as 1/86400 of the time required for 
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an average rotation of the Earth on its axis with respect to the Mean Sun (the mean solar 
day). Although the variability of the Earth’s rotational speed had been established in the 
1930s [1,2], this definition of the second was generally accurate enough for the technology and 
time applications of the day. However, by 1956, the need for a more uniform time scale was 
recognized. 

ATOMIC SECOND 
The need for a second that was not dependent on the variable rotation of the Earth prompted 
the definition of a new “ephemeris second” determined by astronomical means. It was defined 
as 1/31,556,925.9747 of the tropical year at 1290 hours Ephemeris Time on 0 January 1900 
(i.e., 31 December 1899) [3,4]. The numerical value of the defining fraction was obtained 
from Simon NewcombDs equation for the apparent motion of the Sun. However, operational 
measurement of the ephemeris second was available only retrospectively as an average of several 
years’ continuous observations of the Moon’s position. One major drawback to the ephemeris 
definition was that only astronomers could measure it directly. 

The deyelopment of atomic clocks made it possible to access this ephemeris second more easily. 
Observations of the position of the Moon with respect to the stars made it possible to calibrate 
an atomic transition in the cesium atom in terms of the ephemeris second. The atomic second 
was adopted in October 1964 by the International Committee of Weights and Measures. They 
“declared that the transition to be used is that between the hyperfine levels F = 4, mF = 0 
and F = 3, mF = 0 of the ground state 2S1/2 of the atom of cesium, unperturbed by external 
fields, that the value 9,192,631,770 Hz is assigned to the frequency of this transition.”[5] This 
has been the definition of the SI (Systkme International) second since 1967. 

TIME SCALES 

Having defined the length of 1 second, we can now examine the different time scales that have 
been formed using these seconds. 

ROTATIONAL TIME SCALES 

Rotational time scales are based on the astronomical observations of the Earth’s rotation 
angle with respect to a quasi-inertial reference frame and related to mean solar time through 
an adopted mathematical expression. Greenwich Mean Time (GMT) was used to designate 
the local mean solar time along the Greenwich meridian. Before 1925 mean solar time was 
measured from noon. Beginning on 1 January 1925, however, by international agreement, mean 
solar time was measured from midnight. To distinguish between the two means of reckoning 
GMT, the terminology “Greenwich Civil Time” (GCT) was employed by some to refer to- the 
measurement of mean solar time from midnight [6]. Eventually the name “Universal Time” 
(UT) was accepted to replace both GMT as a rotational time scale and GCT. GMT is still used 
in the United Kingdom to refer to the local civil time. 

Improving accuracy in the measurement of UT made it desirable to distinguish among different 
versions of UT. UT0 is the time directly observed locally from star observations. It does not 
provide an accurate description of the Earth’s rotation angle, since it is corrupted with local 
effects such as the motion of the vertical and the effects of the motion of the rotational pole 
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over the surface of the Earth (called polar motion). UT1 is UT0 corrected for polar motion as 
specified by data furnished by astronomical observations. UT1 is a true representation of the 
rotation of the Earth free from local effects. UT2 is UT1 corrected for annual and seasonal 
variations by means of a conventional formula. Neither UT0 nor UT2 are in common use 
today by the non-specialist. Coordinated Universal Time (UTC) was originally defined as the 
piecewise uniform scale that approximates UT2. It is currently used as a “stepped offset” scale 
and is derived by making leap second adjustments [7]. 

ATOMIC TIME SCALES 
With the advent of atomic clocks, a number of time scales, making use of the second defined 
by the frequency of cesium, came into use. The A.l time scale of the U.S. Naval Observatory, 
established officially on 1 January 1959 [8], was defined by setting A.l equal to UT2 on 1 January 
1958 at W:OO GMT (UTC). It was derived from clock information from nine laboratories and 
eventually made available back to 15 June 1955. Contributors to the A.l time scale sometimes 
referred to the output of their clocks as A.l. The A.l time scale is now derived solely from 
USNO clocks. Similarly, other timing laboratories created atomic scales based on their atomic 
clocks. In 1971, the international community accepted the A.3 Bureau International de 1’Heure 
(BIH) atomic time scale as the standard and this came to be known as International Atomic 
Time (TAI). The BIH atomic time scale, determined between July 1955 and 1971, may also be 
referred to as TAI [9]. 

EAL (Echelle Atomique Libre) is a free atomic time scale produced by an iterative algorithm 
using the weighted average of clock readings from laboratories spread around the world. 
The processing is currently done in deferred-time and in whole 1-month data blocks. TAI 
(International Atomic Time) is derived from EAL by adding a linear function of time with a 
convenient slope to ensure the accuracy of the TAI scale interval as determined from primary 
cesium frequency standards. (The length of a second is calibrated in TAI where it is not in 
EAL.) The frequency offset between EAL and TAI may be changed to maintain the accuracy 
of the length of the second [lo]. 

COORDINATED UNIVERSAL TIME 

Because the rotational second is variable in length, atomic time and rotational time got out 
of step with each other. As a result, time scales were created that steered atomic clocks 
to the astronomical time. Some of these never gained widespread acceptance for practical 
use. Universal Atomic Time (UAT) [ll] was used to designate a piecewise uniform scale that 
approximates UT2 to within about 0.1 second. It is a “stepped offset” scale and is derived by 
making adjustments in offset and epoch from the uniform atomic time scale. Stepped Atomic 
time (SA) [ l l ]  was used to designate the piecewise uniform scale that approximates UT2 to 
within about 0.1 second. It is a “stepped offset’’ scale and is derived by making adjustments in 
offset. 

In August, 1959, national agencies in the United States (U.S. Naval Observatory, Naval Research 
Laboratory, and National Bureau of Standards) and the United Kingdom (Royal Greenwich 
Observatory, National Physical Laboratory, General Post Office) along with radio stations 
that provided precise time in those countries (NBA, Canal Zone; WWV, Beltsville; WWVH, 
Hawaii; GBR and MSF, Rugby) agreed to coordinate time so that broadcast time signals 
would be synchronized to 1 millisecond (ms) [12]. Time pulses were to remain within 50 ms 

239 



of UT2. This was accomplished by coordinated fractional offsets in the frequency of cesium 
and occasional adjustments in epoch if required. As more agencies arid broadcasting stations 
began to participate, the time emitted by the participating radio stations came to be known 
as Coordinated Universal Time (UTC) [9]. However, UTC was not strictly defined until 1965 
when the Bureau International de l’Heure (BIH) defined it with respect to its atomic time 
scale. 

Prior to 1960, clocks had been ’steered by individual observatories and laboratories to match 
the time determined from the Earth’s rotation. In the United States, the USNO rotational 
time scale called ‘“2” was used as the scale to which clocks were steered from 1 April 1953 
until 1 January 1956 [13]. After 1 January 1956, the USNO determination of UT2 was used as 
the time scale to which U.S. clocks were steered [14]. These steers were in the form of steps 
of the order of tens of milliseconds inserted occasionally through 1959. Beginning in 1960, a 
combination of frequency and step offsets was made to steer UTC to UT2. From 1969 on, no 
time steps were employed until UTC was redefined as of 1 January 1972 to be the time scale 
that uses leap seconds to keep UTC within 0.9 s of UT1. 

Dr. Gernot Winkler and Dr. Louis Essen proposed the concept of leap seconds independently 
in 1968 at a meeting at the International Bureau of Weights and Measures (BIPM) [15]. Winkler 
proposed that integer steps of seconds replace the steps of 200 milliseconds used to keep UT2 
within 100 milliseconds of astronomical time. The 200-millisecond steps were occurring too 
often and were too small to be entered into most systems. He drew an analogy to the concept 
of leap years in the Julian Calendar. Interestingly, in his original proposal, Winkler stated that 
the leap seconds could be introduced either whenever necessary or “on a fixed day, such as 
the 29th of February” [16]. 

The transition from adjusting the length of a second to using a second of uniform length and 
inserting leap seconds to account for the time difference was made on 1 January 1972. It 
was made in such a way that the start of the rotational second and the atomic second would 
coincide at Oh Om Os on 1 January 1972. Figure 1 displays the history of TAI-UTC showing 
the step changes in epoch as well as the adjustments in frequency. 

TAI - UTC 

1970 1980 1990 2000 

Year 
Figure 1.  History of TAI-UTC showing the step changes in epoch as well as the adjustments in frequency. 
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CONSIDERATIONS REGARDING LEAP SEC-ONDS 

Naturally, the first consideration for keeping a uniform time synchronized to the Earth’s 
rotation is navigation. The original reason for needing precise time was navigation at sea. 
Longitude determination requires one to know the correct time at a known location and at 
the location in question simultaneously. This was such an important issue in the early 1700s 
that the British government offered substantial rewards for anyone able to build a clock with 
a specified precision. Today, with GPS, GLONASS, LORAN, and other electronic navigation 
systems, celestial navigation is not as common. However, keeping the atomic time and Earth 
rotation synchronized is important to astronomers and others working with non-electronic-based 
navigation. 

Another important consideration is the growing use of computers. In these applications time 
is independent of the Earth’s orientation and problems can occur whenever a leap second is 
introduced into time systems. In today’s world of high-speed inter-computer communications 
that time-stamp messages at the sub-second level, 1 second can be a significant length of time. 
In addition, clocks normally count from 59 seconds to 0 seconds of the next minute. Leap 
seconds% require that the count is 59 seconds, 60 seconds, and then 00 seconds of the next 
minute. Many computer systems have a problem introducing the second labeled “60.” 

A third consideration is the legal definition of time. For example, legal time in the United 
States is based on mean solar time. UTC suitably adjusted for time zones is considered to be 
an adequate representation. Should the definition of UTC be revised, the effect on legal codes 
may need to be investigated. 

Another concern that is sometimes raised is the effect on religious observances that are related 
to time synchronized to Earth rotation. Generally religions base make use of tables suited 
for their general location to coordinate observances. Those tables are produced with 1-minute 
accuracy. Some believers may choose to play it safe by waiting an extra 4 or 5 minutes to 
account for any irregularities in the tables and refraction of light. 

Although there may not be a leap second in the next year, the Earth’s deceleration is well 
documented and will not stop. It is due to the tides and change in the Earth’s figure. 
Figure 2 shows the difference between UT1 and a uniform time scale. We can clearly see 
that the difference will continue to grow in the future with a rate larger than the current 
rate. Because the Earth will continue to decelerate, the frequency of leap seconds will increase 
producing increasing public annoyance. The insertion of leap seconds will also remain essentially 
unpredictable requiring continuous time counting systems such as computers to handle 86,401- 
second days and to time stamp a second labeled “60” without large amounts of pre-scheduling 
notice. 

OPTIONS 

Several options are available. Some proposed solutions are presented here. 

Status Quo 

The status quo would require no changes to most operations and would provide a minimum 
of concerns to celestial navigators. On the other hand, as noted earlier, the frequency of the 
leap seconds will increase causing problems for communications and software. It may lead to 
the growth of systems based on independent time scales. 
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Figure 2. Observations of Delta T (UT1-Uniform Time) versus time. The thin broken line is a parabola 
fit to the observational data 

Discontinue Leap Seconds 

Leap seconds could be discontinued eliminating the cause for concern. However, there would 
be an unlimited growth in the difference between atomic and astronomical time (JUTC - UTlJ). 
This could lead to major problems with civil law and the legal definitions of time. 

Wider Use of International Atomic Time 

Those needing a uniform time scale could use TAI instead of UT1. This would eliminate the 
concern, but TAI would have to be made much more accessible to users. Also, more of the 
general population would have to be educated about the existence of TAI and its use. 

Redefine the Second 
The length of the second could be redefined. This is a fundamental solution, but if it were 
done, it would require the redefinition of other physical units (e.g., length, force, and energy). 
Because the rotation of the Earth is decelerating, however, it would be necessary to continue 
to redefine the second periodically in the future. 

Smoothing the Leap Second Occurrence 

This option would require the length of seconds in the immediate neighborhood of the 
occurrence of a leap second to be changed so that there would be no "extra" second needed 
to adjust the uniform time by 1 second. This would, in effect, redefine the length of a second 
over a short period of time so the leap second would not appear. It would require seconds 
of different lengths, whose implementation process would have to be very clearly defined. The 
date of implementation would be unpredictable just as the insertion of leap seconds is currently. 
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Increase the Tolerance 
The tolerance for JUTC - UT1 I could be increased. This would be easy to accomplish. However, 
the size of the discontinuities (currently 1 second) would increase and possibly cause more 
serious problems then the present leap second system. The DUTl codes have limitations and 
the magnitude of the differencewould have to be considered. The date of adjustment would 
be as unpredictable, and the acceptable limit may be difficult to establish. 

Periodic Predict able Adjustments 
UTC could be periodically adjusted by an unpredictable number of leap seconds on predictable 
dates based on an adopted deceleration model. The number of leap seconds inserted though 
could be unpredictable and large discontinuities would be possible. An extension of this 
possibility is that a known number of leap seconds could be inserted at predictable intervals. 
The date and number of leap seconds would be known. However, large discontinuities would 
be possible and IUTC - UT11 would be likely to be much greater than 1 second. Figure 3 
shows a simulation of possible predictable adjustments. The simulation is based on the past 
observational history of TAI - UTC and shows that differences (UTC - UT1) on the order of 10 
seconds would be expected if a plan were implemented in which periodic predicted adjustments 
were made to UTC based on the parabolic fit to the past history of UT1 - TAL 

UTC-UT1 with Various Leap Second Procedures (with Decadal Variations Modeled 
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Figure 3. Simulation of expected UTC-UT1 showing the effects of different leap second insertion 
schemes. 

CURRENT STUDY GROUPS 

The International Union of Radio Science (URSI), the International Astronomical Union 
(IAU) and the International Telecommunications Union Radiocommunications Sector (ITU-R) 
are currently studying this topic. The ITU-R is expected to take the lead in formulating any 
possible changes to the current procedure. 
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Discussion 

RONALD BEARD (NRL): Good morning. As many of you are aware, the ITU is the inter- 
national organization that regulates many of the things that relate across the different countries 
and organizations that require coordination. Such things as radio spectrum, telecommunication 
standards, and many of these things that are required for nations, companies, organizations, 
and systems to work together.’ You may also be aware that time and frequency broadcast 
services in the nations are also based on recommendations of the ITU-R. Within the ITU-R, 
Study Group VII, Science Services has established a working party, 7A, which looks at and 
recommends time and frequency services in relationships to time that are broadcasted by these 
services and their relationships to different time scales. 

Many of the things that Dennis has talked about earlier are based on ITU-R recommendations on 
time and frequency broadcasts and their relationship to time scales. The tolerance between the 
UT and UTC are based primarily on recommendation ITU-R, TF460-5, which was established 
first in 1970 and modified in ’74, ’82, ’86, and ’97-we do a lot of modifications sometimes, to 
the 0.9 second difference between UT1 and UTC. These recommendations, opinions, and other 
things that the ITU establishes become ultimately established in legal facts in the various member 
states. These also regulate international treaties and other things relating to frequency spectrum 
and services used internationally. Consequently, UTC is in a number of other recommendations 
relating to the use of UTC frequency; the use of the term “UTC,” what does it mean, and 
how do you establish that internationally; how do you compare these international time scales 
and other time scale notations; and a lot of other things that are looked at recommended by 
the ITU-R. 

The way the procedures work within the ITU-R is they first establish a question to change, 
regulate, modify, or add some type of recommendation that may affect a number of these 
different treaties and things that are related to the ITU-R. Once these are studied and the 
questions are answered, these may end up in recommendations. These types of recommendations 
were first studied, agreed to, and looked at by many people before they were established. The 
recommendations and changes to them are also based on different studies that may last a 
number of years and examined by a number of different people. 

From last year’s result of many of these questions that are being asked that Dennis just went 
through, a new question was established on the future of the UTC time scale. If you were to 
consider going through a different time scale, that might affect time and frequency coordination 
and broadcast worldwide. These need to be accommodated in these types of recommendations. 
So a question was established last year as to what are the requirements if we change these 
recommendations. Whom does it impact? Does it make any difference? What are the present 
and future requirements for this tolerance? Do some of these changes make sense in the terms 
of the different systems, organizations, and legal bodies that may use them? Does the current 
procedure essentially satisfy everybody or should an alternative approach be adopted? These 
kind of general questions were asked last year. 

After this occurred or around that time, the issue also raised in the consulting committee for 
time and frequency and other scientific bodies resulted in the Director of the BIPM writing 
a letter to the Secretary General of the ITU, who presides over the ITU-T and the ITU-R. 
The letter said that if these types of changes were to be contemplated, the ITU would need to 
take them up, actually incorporate them, and put them into effect. So as a result of this, the 
issue seemed to be a little bit more urgent than the normal method of studying the question 
for several years and ultimately coming to a conclusion. So this year, a special repertoire 
working group, by correspondence, on the UTC question was established. These are members: 
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I am fortunate enough to be the chairman of this group which is going to work this issue. 
We have adopted a plan of action of how to attack this. Since we are not exactly sure how 
much of an impact this is going to have and how much reaction we are going to get from the 
telecommunications, radio industry, and the scientific communities, this is a preliminary plan 
to at least assess the situation, see what might be necessary in order to fully address this issue, 
and establish a new recommendation or lack of recommendation. 

The first step is that the Director of ITU-R will be sending a letter to the member states and 
section members within the ITU saying that this group has been established, what the basic 
plan of action is going to be, and what we are going to be doing. This is the usual formal 
step for the ITU to establish these types of groups and study plans. We had hoped that would 
have been out by the end of this month, but it is still not out yet, so it is still in the first 
step. Once that is done, then the participating organizations of sector members or member 
states would be then be identifying points of contact who would work with this special group to 
address the issues and assess the impact, or lack of impact, or changes that might be necessary 
to coordinate. We would then provide additional material on the question, distribute that, and 
begin the process of actually doing the study. 

We’re now in the fourth step, and the first step really hasn’t occurred yet of introducing this 
question and our intentions to study this problem and address it with the various member states 
and organizations involved at this meeting. So we have accomplished one of our tasks already. 
During the time after the letter comes out and this discussion here, we will be collecting 
statements, comments, and studies that may have occurred already from the various agencies 
to incorporate those into a database or a library of information to base the studies on. 

The next step would be to conduct a coordination meeting with the various member states or 
organizations and participants at the EFTF that will occur in France in March. Hopefully, we 
will be able to get enough information by that time to at least try to size the magnitude of the 
problem. It could be that nobody cares and nothing happens. Or it could be that everybody 
cares and we are covered up in information. We really don’t know yet. So we would be able 
to assess the impact agencies that want to participate in the study and in the study group. 
Then we can discuss and try to coordinate what really should be what I anticipate to be the 
final plan of action to be formulated at that time. Exactly what we need to do, do we need to 
do certain studies? Do we need to do simulations? Do we need to coordinate with different 
agencies? Or exactly what needs to be done? We would hope to compile the results of that at 
that time and report back to the next working party 7A meeting, which will occur in May in 
Geneva next year, so that we may either finalize the issue or formulate a new plan of action 
and try to determine how long it’s going to take to resolve this issue and come to closure on it. 

So basically that is what we are working to right now. The working method for this is still 
being established as well. We would hope to establish a contact point at the ITU for e-mail 
or providing of material through their e-mail server that they have there. That has not been 
established yet. So at this time, I would offer up-I hesitate to do this-my e-mail address 
at the ITU. Any material sent to me by participants who would be participating in this, or 
representatives of member states, sector members, or scientific organizations could contact me. 
We would like to limit participation in the study group itself to representatives of agencies so 
that we can try to maintain a reasonably sized body. They could act as the focal point for their 
respective organizations and provide that to the study group. 

Once the e-mail reflector is actually established, and hopefully that will occur within the next 
month or so, you may either send e-mails to me directly and I will distribute it to the rest of 
the working group, or later on you can subscribe to the e-mail. You can get involved and see 
what is going on in the formulation of the plan or submit inputs that you have representing 
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your organization. So basically, that is what we are up to. Thank you. 

DENNIS McCARTHY: Thanks, Ron. The next member of the panel that we have here is 
Steve Malys from the National Imagery and Mapping Agency. And he’s here to point out 
some of the concerns about making any changes in the definition of UTC. So Steve is here to 
argue for the status quo-just to more or less leave it alone. 

STEVEN MALYS (NIMA): Thank you, Dennis. As we heard from Harold earlier, on the 
surface of the earth for a ship or any other navigator, 1 second of time is about a quarter 
mile. But if you think about a satellite in low-earth orbit, 1 second of time corresponds to 
about 7 kilometers of movement. So it’s obviously very important that we account for 1 second 
very accurately. At the GPS altitude, which is higher than low-earth orbit, at that altitude a 
GPS satellite moves about 3 kilometers in 1 second. So leap seconds become very important, 
and procedures have been developed over the years to take leap seconds into account when 
they do occur. Keep in mind that over the last few decades we saw the evolution of time. 
Satellite systems have become operational over those last few decades and they are no longer 
experiments. GPS is obviously a very good example of operational system that we wouldn’t 
want to have an interruption of service for any reason. There are other operation systems, 
particularly in the DoD, that the DoD depends upon very heavily. A good example of another 
satellite’ system would be something like the Defense Support Program, which looks at the 
earth for missile launches. You don’t want to have an interruption of service to a system like 
that. 

Another example is the operation that takes place in Cheyenne Mountain out in Colorado, the 
space surveillance operation that keeps track of more than 8,000 objects in orbit. It’s a very 
operational system. There are strict procedures setup to handle things like leap seconds, and 
they have evolved over the years. Certainly, mistakes were made in the past and procedures 
have been refined. It is my experience that things have improved significantly. People have 
come to understand much better how to handle leap seconds to prevent the problem. We 
know, of course, that the Russian GLONASS systems has some difficulty dealing with that kind 
of operational system. It is my experience that within the U.S. DoD, we have become much 
better at dealing with leap seconds when they do occur. 

So if there were changes to be proposed, and I‘m just thinking of one of the cases that Dennis 
pointed out, if we were to allow the tolerance between UT1 and UTC to grow more than 
0.9 seconds, what would happen? What would we actually have to do within the U S - D o D  
and other U.S. Government systems-to accommodate that? Keep in mind, for all of these 
satellites that are in orbit, we’re doing orbit determination for these satellites in an inertial 
reference frame. We integrate the equations of motion in the inertial reference frame, but our 
tracking stations typically are on the ground. So our tracking stations are rotating with the 
earth, which means we need very precise knowledge of UT1. We routinely account for the 
difference between UT1 and UTC. That parameter is predicted on a routine basis. That is 
a very important piece of that transformation from the earth-fixed reference frame-it is the 
inertial reference frame. 

So no matter what happens to time scales in the future, we need to account for the earth 
rotation rate because the tracking stations are most likely going to remain on the ground-at 
least, some of them will. The earth rotation is not going to go away from the perspective 
of doing orbit determination. So if we were to change current procedures, systems like GPS 
and other DoD systems would require some modification to the software. Remember these 
are operational systems, so a change of UT1 minus UTC graded on 1 second would mean 
there would have to be some effort initiated within each of these systems by somebody in 
the government who runs them. Most satellite systems are operated within the U.S. by the 
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government. Of course, there are commercial systems evolving now. You may have heard of the 
commercial imaging systems like ICONOS, which is operational. There are other commercial 
systems as well. I’m mostly referring to government-operated systems here. But there would 
have to be some initiation of software changes, documentation changes, other changes to the 
procedures that train personnel, and a significant amount of testing. It wasn’t that long ago 
that Y2K was the big deal, and there was a lot of testing that went on. Even with all the 
testing that went on, there were still minor problems that occurred. But it’s that type of thing 
that costs a lot of money to do, and there are strict interfaces set up among different satellite 
systems within the DoD. Those interfaces would have to be carefully looked at and analyzed. 

Those are some of things that would have to start off if we were to make a change to the 
current procedure. Keep in mind that the original definition UT1 minus UTC, as we know it 
today, cannot exceed this 0.9 seconds. Well, many software systems were designed with that 
piece of information in mind. There are lots of software packages that treat that as a tolerance. 
The software will not allow UT1 minus UTC to be bigger than 1 second or it declares that 
there is a problem of some kind. There is a lot of range checking on parameters that go across 
different interfaces. Well, today these interfaces have this limit imposed in it. So it is similar 
to the problem that Dennis mentioned where many systems that broadcast UTC parameters 
have a limit of 1 second. This is another manifestation of that same kind of problem. These 
interfaces would have to be changed to accommodate something greater than 1 second. 

So really, this is really a practical argument for keeping things the same. If we wanted to make 
changes, it is going to cost money. Like any good government institution, it is tough to change 
something once it gets institutionalized and operational. There would be money involved to the 
U.S. taxpayers, and other countries that run systems like this would have to allocate resources 
to make changes. Of course, experimental systems or systems that are just being designed now 
would be easier to change. That is mostly the operational system that I am talking about here 
today. 

The typical procedure to change an operational system is to first obtain a rough order of 
magnitude from the contractors who are working with these systems. People who are involved 
in those systems will present a request for change to some configuration management board. 
If it is approved, there would have to be funds identified to go and change it. Believe it or 
not, even for a little thing like changing a tolerance from 0.9 seconds to something greater, you 
need to go through this whole process for an operational system. We would do all of that for 
no identifiable benefit. It would just be another way to handle the difference between earth 
rotation rates and some atomic time scale. There would be no improvement in accuracy that I 
have been able to identify. It would be just be another way of handling a procedure different 
from what we do today. That would be difficult to sell. If you are going to argue for making 
a change to one of these systems, you have to explain to the people who manage the funds for 
those system why they should do this. That would not be an easy argument to make because 
there is no identifiable benefit to any of these operational systems. It’s just a different way of 
handling it. That is really the practical side that I am here to talk about today. 

McCARTHY: Thanks, Steve. That is a real concern, one of the big issues. 

Now I would like to open this for discussion. Wlodek, did you have something that you would 
like to say? 

WLODZIMIERZ LEWANDOWSKI (BIPM, France): What I would like to say about this 
issue is that the BIPM does not have an official position on this issue. We are just taking 
calculations, computing UTC. We do not have a specific point of view or expertise to express 
ourselves on the issue because we do not have touch with the users and so on. 
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But I would like to make some comments about the possible use of TAI, because during 
CCTF, there was some discussion in Europe on this issue and some exchanges on this matter. 
After the last CCTF, about 2 years ago, our director wrote a letter to the operators of Global 
Navigation Systems informing them that if they have any troubles with UTC because of leap 
seconds, the suggested alternative is TAI. That is fine. If they use TAI for internal time scale 
systems, I argue with this. 

But what worries me is that this letter is maybe not expressing as clearly as it should that the 
use should be limited only to such internal applications. I also saw in another document of ITU 
somewhere that TAI was suggested as an alternative to UTC for much broader applications. 
That worries me because this means, already having UTC, a legal time scale, we are suggesting 
introduction into civil life another time scale, TAI, which does not have legal meaning. But 
because of this discussion about leap seconds, some people begin to say-and this happened 
at the last CCTF-we in fact have a time scale that does not have leap seconds, so let’s use it. 
But this is a problem. Because if people begin to use TAI for civil applications, which will be 
apparent and visible to the public, that will be a problem because we will be going to two time 
scales and that will lead to mistakes and possible disasters even. Because now the difference 
between two time scales is 32 seconds. 

For example, on BIPMs Web site, we can see making two time scales, UTC and TAI. That 
worries me a little bit, because many people go into this Web site and they ask what the matter 
is and what time is it. What should I put my watch on, UTC or TAI? Which is the right time? 
In fact, the right time is not UT1, it is UTC. We should not make mistakes with TAI time. 
TAI is something else. In fact, TAI, I should say, is a UTC system time. It is an internal 
time scale to generate the final, official, legal time scale for the world which is UTC. So what 
I would like to point out, in summary, we should not go too quickly to TAI as an alternative 
because we would go into some big trouble. When I spoke about this issue with some people, 
they said that GPS time does not have leap seconds and people are getting GPS time. In fact, 
what I know of this, according to my experiments, GPS users don’t use GPS time. GPS time is 
an internal time scale to the system. GPS users are using UTC(USN0) as broadcast by GPS 
so they use the right second. 

McCARTHY: We often have that question about GPS time. People often think they’re using 
GPS when they are not really using what is strictly defined as GPS time. They are using UTC, 
but they call it GPS time. Demetrios, if you could just briefly say something about URSI. 
Demetrios conducted a survey of an URSI group to give its opinions. If you could just say 
briefly what the results of that survey were. 

DEMETRIOS MATSAKIS (USNO): You probably know this too. A lot of times, people turn 
their GPS receiver the wrong way and we get a phone call on why their receiver is 13 seconds 
off. That’s an easy problem to fix. We did a survey-I actually talked about this a little bit 
at the last PTTI when the survey was in progress. It was under the auspices of URSI, but I 
tried to send it everywhere. I asked people to distribute it around, and I got several hundred 
replies. The committee prepared a final report, which we sent to everybody who sent us a 
reply. If any of you want it, we can send it to you. We set up a chat group to talk about the 
problem after the report went out. The computer got wiped out by a virus, we believe, about 
2 weeks ago, and unfortunately, it was not correctly backed up. We recovered most of what we 
had, and I want to give it to Ron Beard. I’ll give him all of the comments that people made 
about the report and after the report. 

BEARD: If you look at the international community and the people who might be involved in 
this, it would get extremely large and complicated. 
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MATSAKIS: I made some notes and but did not come prepared to talk. Typically, the majority 
was against the change. Most of the people I got were complainers who didn’t like the change. 
That’s typical: when you say you want to do something, those who are in favor don’t say much 
about it. When you look at why they were opposed to it, most of the people were opposed 
to it for reasons that were not related to money or anything practical. Steve was one of two 
people who came in with a practical objection. They both were the same, having to do with 
the expense of going over codes for large, expensive systems. 

But the greater tone was a lot of very strong, sometimes emotional, people who said, “don’t 
mess up our clocks.” But there was nothing religious that I got, which was a bit of a surprise. 
I didn’t go out of my way to contact religious leaders. I got one opposition from Saudi Arabia, 
and I asked him why; and the answer was he was concerned about amateur astronomers. And 
that was one class of user, amateur astronomers who cannot get the number of leap seconds 
or want to know how they can point their telescopes. 

That was along with the other people who were giving reasons why you just don’t want to 
have time going off. There was a problem with the NIST WWVB. When they broadcast the 
difference between UT1 and UTC, they only have a fixed area in their format. So that will 
eventually fail, and quite quickly. Any user who is getting that correction off of WWVB series 
will run‘ into troubles. They don’t know how many people, if any, are using that system, but 
they may find out if this thing happens. 

So those are all the comments I can make just now concerning the notes I made on this. 

THOMAS CLARK (NASA Goddard Space Flight Center): A couple of things that I want to 
make comments on relate to Dennis’s comments earlier. First of all, just so you all are aware, 
of course, UT1 is an astronomical definition of time. The current arbiter of astronomical time 
is VLBI observation techniques. That comes through programs in this country from NASA, 
namely my program and Dennis’s at USNO. 

One of the things in talking about the parabolic type of tidal model that was not included 
in that, which is one of the things that concerns me, is that in addition to the predictable 
tidal terms there are a series of essentially random-walk phenomena. The recent El Niiio 
that happened, the transition from El Nifio to La Nifia caused a sundial error of about 5 
milliseconds. It happened to be about 3.5 milliseconds on one side and then 1.5 milliseconds as 
it recovered into the other. So the peak-to-peak range was about 5 milliseconds. So there was 
this random-walk curve of 5 milliseconds due to one discrete, albeit couple-year-long weather 
events on relatively short times. Those happened and it essentially has to be treated as a 
chaotic, stochastic noise process in terms of the clocks. 

In addition, Dennis alluded to the decadal scale variations. Most of that comes from essentially 
climatological variations in our atmosphere and, more important than that, climatological 
variations in terms of the circulation of fluids inside the earth. Those have to be considered in 
all of this. They are not really predictive quantities, at least at our current level of knowledge. 
They have to be treated as a random-walk term. So I just wanted to make sure that people 
realize that it is not just the soliflunar tidal drag of the earth that cause these effects. 

I tend to come down on the side of let’s not make changes based on the “it ain’t broke, don’t 
fix it” model. The current scheme keeps the attention of the populace. In many cases, the 
population, the human experience lives by astronomical events. I’m surprised at Demetrios’s 
comments that he didn’t get more in the way of religious types of input. I think it could be 
that URSI did not really solicit the opinions of religious and civil communities. They were 
soliciting scientific communities. Certainly, several faiths have events that are scheduled by 
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either solar or lunar events. Many of the fundamentalists that have those beliefs are also 
potential hostile enemies of more technologically advanced who don’t want to have the feeling 
that Americocentric ideas are being crammed down their throat. So I would offer the caution 
that if changes are made, it could be viewed politically/religiously as being a very negative thing. 
I think that does have to be factored into all of this. We really need to think about it. 

Ron Beard talked in terms of the ITU events. A couple of us were talking back here, and we 
are a little surprised that the ITU views this as a crisis event that is putting it into a fast-track 
status. I’m not sure that it is a crisis event. The civilization is certainly living with the current 
situation. Until the year 2600, when we hit a definition problem that the tidal effects make it 
so that it drags us into a 6-month refresh interval, not being adequate to maintain the current 
definition, there really is not a serious problem with the status quo. I hardly believe that 
making a decision that doesn’t have an effect until approximately 2600 puts us into a crisis 
condition. So I guess I argue for maintaining the status quo. 

McCARTHY: I would just like to offer one thing there. The decadal variations are what you 
saw in that simulation, so that’s where that comes in. But it’s not just 2600, because those 
decadal variations could force us to go to more than every 6 months insertions within the next 
100 years. The crisis comment still stands. 

BEARD: A crisis in the ITU-you are not familiar with the ITU time scale, obviously. ITU 
time and whatnot are very much governed by a lot of bureaucratic procedures. Putting it on 
the fast track means it will happen before the next decade happens, more than likely. So I did 
not mean to say that we were going to general quarters to address this by next month, certainly 
not. The issue was significant enough-perhaps I should have said-to put special focus on 
it. Perhaps shorten some of the time. But help focus the study and the highlighting of it to 
assess the full impact. As Steve pointed out, there is a significant impact on various section 
members, on costs of doing changes. Certainly, the status quo minimizes these types of status 
change cost. 

However, some of the other issues are-let me say, many systems are using internal time scales 
rather than the official time scales in order to avoid leap seconds. GPS time, I think, is a classic 
example. Many other systems are doing this so that they can have a continuous time scale and 
do a lot of automatic processing that a discontinuous time scale does not permit. So if you 
look at the other systems that are coming on, the relationships and trying to bring all of these 
systems onto a common time scale have a significant problem by having a discontinuous time 
scale. One of the more significant decisions that is going to be made in the next year or so is 
the Galileo time scale. Its relationship to the other satellite systems, GPS, GLONASS, possibly 
other telecommunication systems on the ground that all these things need to be seeing this 
with, what time will they use? Will they use another internal time or will they use international 
standards? So that is part of the reason. 

JUDAH LEVINE (NIST): I have just a few comments. First of all, David Mills and I are 
presenting a paper on the idea of simultaneously transmitting UTC and TAI over the Internet 
with the idea of addressing one of the solutions that you proposed of making TAI more 
available. That way you have both UTC and TAI sort of simultaneously. That doesn’t take a 
position on the question, it kind of provides a solution that is available today without having 
to wait for the ITU to go into crisis mode. I think that is the first issue. 

The second issue is that I have written to Demetrios about the finite resolution of our time 
services which would be broken if UT1 minus UTC were allowed to become bigger than a 
second. I don’t think that is a big issue. We could redefine the time service transmissions to 
have a different resolution. I don’t see that as a real issue. 
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When I was involved with Demetrios’s questionnaire - I live in an astrophysical and astronomical 
institute, and so, of course, I had a long line of folks out the door discussing the astronomical 
and astrophysical religious fervor of “you mustn’t change the time” and so on. But one of the 
things that emerged from that discussion is that there already is, of course, an annual term, 
because, when you talk about mean solar time, that is not a physical time. That’s an average 
over a year. There is an annual variation in the time, which is like 15 minutes. Those folks 
have managed to cope with that 15-minute time without any difficulty at all. Of course, the 
whole leap second effect is a perturbation on this 15 minutes, and will remain a perturbation 
on this 15 minutes for quite some time to come. So I don’t think it is really such a big issue 
as has been made, in a sense that you don’t have to deal with this 15-minute question. 

I guess the final comment I have is that I have been involved on and off in the definition of 
the Jewish religious calendar, which is locked to sunrise and sunset as defined locally. And we 
just use the tables from the Naval Observatory; there is no issue. We just define sunset, we 
look up what time it is, we print it on the calendar; and that is the end of it. It is just not a 
question. 

WILLIAM KLEPCZYNSKI (Innovative Solutions International): I have a comment to make 
about UTC and GPS time. A lot of papers I’ve seen at some of the conferences, especially 
the ION conferences, are now referring to UTC(GPS). But really, they are referring to GPS 
time. So GPS time is neither UTC nor TAI, or even close to it because it,s off by about 12, 13 
seconds or so. So that is the problem that Wlodzimierz was referring to when the difference 
between TAI and UTC is a whole integral number of seconds. The difference between GPS 
time and UTC is also still a whole number of seconds, and it has to be really kept in mind by 
the users. 

THOMAS CELANO (Timing Solutions Corporation): I’d like to address a point that Steve 
made and I believe something that was missing in the previous talk. I think cost to the user 
community is an issue that is going to drive a lot of this. But I think that you missed a point 
in that there is a cost associated with how we do it now. You made a point of all the systems 
know how to deal with it now. But we install timing systems in a lot of places that literally 
shut down when the leap second happens. There is a cost associated with that that needs to 
be taken into account and if we’re going to consider making the change. Because that cost 
would go away if we could become operationally continuous over these intervals. I don’t think 
that we should use the changes in RFC that are going to be required to do all this stuff, but I 
don’t think we should use the process of change as a reason not to do it. I think we need to 
be able to recoup the operational cost that we’re spending now in testing and the loss of time 
during the steps in a more continuous fashion. 

One thing that I think was missing in all of the options that you guys provided for how we 
deal with this is the cost associated with each one. I think Steve made that point very well. 
Different ideas are going to have different implications cost-wise, and one thing that produces 
cost is predictability. You had a couple options that had predictability, and if you have that, it 
really simplifies a lot of things operationally and it does reduce cost. 

MALYS: One comment to that that I would like to add. Speaking of shutting down, one little 
anecdote I wanted to share: About 15 years ago, I was doing orbit determination on the Navy’s 
Transit satellites. There was a gentleman working with me who did the prediction of earth 
orientation, including UTl. Well, every time there was a prediction of leap second, he would 
go on vacation because it was too stressful for him to handle. So I took over his job, and I 
owe him a thanks for introducing me to leap seconds. 

HUGO FRUEHAUF (Zyfer, Inc.): I’m dressed in black to represent all the religions of the 
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world today. The three major high-profile religions that deal with time. First of all, in Judaism, 
as Judah has already mentioned, it is a matter of sunset, and thafs taken care of, as he 
mentioned. In Catholicism, I know of no particular issues with respect to time, so I think that 
part of it is okay. In Islam, we’re dealing with pointing to Mecca, and that can certainly be 
done without the leap second consideration. So there you have it, no mystery. 

CHADSEY: One issue about the leap second and the timing for the religious community was 
from the people we’ve been able to talk to and get the information from. Most of them base 
it on the tables produced by USNO, or you can look them up in several books. Those are 
general tables, and it changes by a minute for about every 9 miles that you move in position, 
so there is a little bit of leeway there. 

The people who are very orthodox believers say “Well, we need to worry about the refraction 
of the sun around the earth, and what about the mountains and things like this?” So a lot of 
those folks, through their religious upbringing and their training, have come to realize, “well, 
let’s adjust it by 4 or 5 minutes,’’ whatever their leaders have instructed them on. So they 
can account for these small variations of not only their location, but also the scientific fact of 
refraction of the sun and things like that. 

So they‘re handling it and it is a minor problem for them. The major problem is more for the 
scientific and the communications industry. The costs of it are going to be ridiculous whichever 
way we go. 

ROBERT NELSON (Satellite Engineering Research Corporation): The principal difficulty with 
the leap second is the operational problem that it presents to complex timing equipment. So, 
therefore, I would speak to eliminating the need for the leap second and continuing a time 
scale such as UTC, which means continuity with the present civil time scale. The difference 
between UTC and UT1 can be applied mathematically by those people who are best equipped 
to understand it, who are the celestial navigators. 

I think history can provide us with a guide. What we are facing today with the atomic clock 
technology is that we have a paradigm shift. In the 14th century, when mechanical clocks first 
became possible with the invention of the escapement, they were used to ring church bells. It 
introduced to the public perception of time, for the first time, the notion of an equal hour 
rather than an unequal hour. 

In the early part of the 19th century, astronomical ephemeredes were constructed with apparent 
time as the argument, instead of mean solar time. But when pendulum clocks advanced to the 
state that they could reliably provide a direct measure of mean solar time, then the equation of 
time, as Judah alluded to, with the maximum difference of 16 minutes between apparent and 
mean, was used in reverse. Instead of being used to determine mean solar time from apparent 
time, which was directly measured by the altitude of a star or the sun, it was being used to 
determine apparent time from the measured mean solar time as given directly by a clock. So 
I think the time has come in the 21st century, in modern society, to break the tie with the-sun 
all together. After all, in a given time zone, the clock reading can be off from apparent time 
by as much as half an hour. We use the difference between Daylight Time and Standard Time 
regularly, which is a difference of a whole hour. 

One of the options mentioned was the possible use of TAL I think that was already addressed 
by the fact that it is different from UTC by 32 seconds. So if we went to TAI, we would have 
to change our clocks by 32 seconds. It is much like the calendar had to be changed by 10 days 
in 1582 when the Gregorian Calendar was adopted. 

So I would propose then that instead, UTC be maintained continuously without leap seconds 
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and that, if necessary, a new time scale, which one could call “UTlC,” could be provided, much 
as UTC is used today to provide the means of celestial navigation. Triose people will need a 
direct measure of UT1. The difference between these two could be provided, for example, by 
coded signals, much as D-UT1 is provided now to give the difference to the nearest tenth of 
a second. 
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an increase of 1.3 to 3.4 times the one degree offreedom of the plain Uadamard deviation at the 
longest averaging time. The new Hadamard-total deviation is slightly negativdy biased with respect 
to the usual Uadamard deviation, and T values are restricted to less than or equal to T/3, to be 
consistent with the usual Uadamard’s definition. We give a method of automatically removing bias 
by a power-law detection scheme. We review the relationship between Kalman fiber parameters and 
the Hadamard and Allan variances, illustrate the operational problems associated with estimating 
these parameters, and discuss how the Uadamard-total variance can improve management of present 
and future GPS satellite clocks. 

1 INTRODUCTION 

Using a type of Hadamard variance, the goal of this paper is to reduce the uncertainty of long-term 
estimates of frequency stability without increasing the length of a data, run. For measurements of 
frequency stability, the two-sample frequency variance known as the Allan variance was generalized 
to an N-sample variaace weighted with binomial coefficients by R. A. Baugh [l]. The case of the 
three-sample frequency variance that is used here is the Picinbono variance [a] times $. However, 
in this paper, it will be called a Hadamard variance (following Baugh’s work) that is defined as 
follows. Given a finite sequence of frequency deviates { g n , n  = I , .  . . , Ny,,,}, presumed to be the 
measured part of a longer noise sequence and with a sampling period between adjacent observations 
given by TO, define the T = mT0-average frequency deviate as 

Let H,(m) = g,(rn) - 2&+,(rn) +jjn+2m(rn) be the second difference of the time-averaged frequen- 
cies over three successive and adjacent time intervals of length 7. Define the Hadamard variance 
as 

1 
HOy2(T) = 6 (H:(m)) , (2) 

where < . > denotes an infinite time average over n, and H O ~ ~  depends on rn. 
The GPS program office uses this particular time-series statistic for estimating Kalman al- 

gorithm coefficients according to  [3], which coefficients will be discussed in a later section. The 
Hadamard deviation H O ~ ( ~ )  is a function that can be interpreted Like the more efficient Allan de- 
viation as a frequency instability us. averaging time 7 for a range of frequency noises that cause 
different slopes 011 H O ~ ( T ) .  This is shown in figure 1. For estimating Kalman drift noise coefficients, 
H O ~ ( T )  is inherently insensitive to linear frequency drift and reports a residual “noise on drift” as 
a T; slope, or what is commonly called random run FM (FELFM). This is in contrast to the- Allan 
deviation, which is sensitive to drift and causes a T+’ slope. If the level of drift is relatively high, 
it masks the underlying random noise. It is customary to estimate and remove overall frequency 
drift. Depending on the method of drift removal, this procedure can significantly alter the Allan 
deviation in the longest term T region of interest, so estimating underlying noise can be a formi- 
dable task for any given data span. On the other hand, the Hadamard deviation is unaffected by 
removing overall frequency drift. For this reason, it is the preferred statistic in situations in which 
the frequency drift may be above the random noise effects, which is the case with the use of Rb 
clocks in the GPS Block I1 satellite program. We do not imply that systematics such as frequency 
drift c~an be ignored. Indeed, satellite clocks are changed and these systematics must be learned as 
quickly as possible to ensure a smooth changeover. 
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FREQUENCY STABILITY. 

IO’ 10“ 1 o3 1 o4 I o5 1 o6 1 07  
Sample Time, z, Seconds 

Figure 1: The Hadamard deviation (root Hvar) shows FM power-law noises as straight lines in 
addition to PM sources of noise for .r-domain power-law exponent ,u (that is, HCT;(T) K TP) range 
of -2 2 ,u 5 3. We define a new estimator that can be interpreted identically called Hadamard- 
total deviation (root TotHvar) and that has significantly improved confidence at long term. The 
Hadamard-total deviation is insensitive to linear frequency drift that can mask characteristic ran- 
dom noise typically encountered here in the region where T = one-week and longer. The goal is to 
identify p even-integer power-law noises and accurately estimate their levels in order to set system 
parameters associated with the GPS Kalman filter. 

Throughout this writing, we will make comparisons using the traditional best statistical estima- 
tors, denoted by “Hvar” and (‘Avar” referring to the maximum-overlap estimators of the Hadamard 
and Allan variances. Section 2 reviews the “total” approach to  improving statistical estimation. 
Sections 3 and 4 give two methods of computing total Hadamard variance) designated as TotHvar, 
using measurements first of fractional frequency deviations and then of time deviations. Then we 
quantify the advantage of TotHvar over Hvar in Section 5 ,  giving formulae for computing bias and 
equivalent degrees of freedom (edf) of TotHvar. Section 6 gives a method for efficiently determining 
the noise type at a given .r-value for automatically correcting the bias and determining confidence 
intervals for the range of noises considered by TotHvar. Section 7 reviews how an estimate of 
.r-domain frequency stability is used to  set Kalman filter parameters (or 4’s) used in GPS opera- 
tions, problems associated with the application of either the traditional Allan variance or Hvar to 
the Kalman filter, and how TotHvar serves as a unifying solution. Finally, Section 8 discusses a 
past scenario in GPS operations in which TotHvar is applied to real data showing the benefit of 
improved estimation of long-term frequency stability. 

2 THE “TOTAL” APPROACH 

The total estimator approach has been developed to improve confidence of major statistical tools 
used in analyzing and characterizing instabilities in phase and frequency of oscillators and syn- 
chronization system [4-91. Making a “total” estimator of eqn. (2) involves joining each real data 
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subsequence, namely the subsequence of yi that goes into each Hn(m) term, at both its endpoints 
by the same original data subsequence so that it repeats. This creates a new extended version of 
each yi subsequence that may be extended by a forward or backward repetition, with or without 
sign inversion, thus with four possible ways to extend. From numerous simulation studies, we have 
determined that an extension by even (uninverted) mirror reflection of linear-frequency-detrended 
Hn(m) subsequences yields the largest edf gain and least bias for the range of noise types identified 
by standard Hvar. 

3 COMPUTATION USING y,-SERIES 

Hn(m) is computed from a 3m-point data segment or subsequence {gi}n 7 {yi, i = n, . . . , n + 31n - 
1). Before applying any data extensions, we must remove a linear frequency trend (drift) from each 
subsequence by making 

where c1 is a frequency offset that is removed to  minimize xi=, ( yi - O Y ~ ) ~ ,  to satisfy a least- 
squared-error criterion for the subsequence. In practice, it is sufficient to compute this background 
linear frequency slope by averaging the first and last halves of the subsequence divided by half 
the interval and subsequently subtracting the value. Now extend the "drift-removed" subsequence 

at both ends by an uninverted, even reflection. Utility index 1 serves to construct the 
extensions as follows. For 1 5 15 3m, let 

O y i  yi - C l i ,  

nf3m-1 0 - 

to  form a new data subsequence denoted as consisting of the drift-removed data in its center 
portion, plus the two extensions, and thus having a tripled range of n-3m 5 i 5 n+6m- 1 with 9m 
points. To be clear, we now have extended subsequence {OY,#}n = {OD?, i = n-3m,. . . , nf6m-1).  

Define 

Nymax f o r l < m <  1 - 1, where IC] means the integer part of c and notation "H,#<m) means that 

Hn(?n) above is derived from the new triply-extended subsequence {"yf}. The symmetries of the 
extension and the Hvar filter allow the computational effort to be halved. Let k = [3m/2]. We 
need to calculate #yp only for n - IC 5 i 5 n + k + 3m - 1, and #H: (m) only for n - k 5 i I n  + k .  
Then 

n+3m-1 n+lc-1 
("H: (m))2 = 2 (*H: (m)>2 + (*H;-~  (m))2 + ?H;+~ (m))2 ,m even, 

i=n-3m i=n-lc+ 1 

i=n- k 
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4 COMPUTATION USING z,-SERIES 

The methodology described above can be written in terms of calculations on residual time differences 
between clocks, namely an zi-series (to adhere to usual notation), recalling that 

Thus in the total approach applied to xi-series, the data extensions on subsequences of xi will be 
constructed in such a wav that 

in agreement with section 3 above. This has the effect of requiring an odd mirror extension and a 
third-dzference operator when considering subsequences of xi. The Hadamard variance discussed in 
section 3 as a second-difference operator on 7-averaged 2~~ values can now be re-expressed in terms 
of a third-difference operator on time-error 2;-values. The sample variance (or mean square) of 
these third differences falls neatly into a class of structure functions, namely the variance produced 
by a diffqrence operator of order three [lo]. The modified Allan variance can also be treated as a 
third-difference variance [ 1 I]. 

The 2;-subsequence that corresponds to  the Qi-subsequence starting at n is {xi, n I i 5 n + 3m}, 
which has 3m + 1 terms. Compute the detrended subsequence 'xi according to  

272 - Gz+lc - Xn+3m-k + %+3m 

k (3m - k )  1 

1 
O X i  = xi - 2 ~ 2  (i - n) (i - n - 3m), n 5 i I n + 3m. 

Define the extended subsequence {Ox?, n - 377~ 5 i 5 n + 6m} by 

o$ = Ox;, n 5 i 5 n + 3m, 
o #  x , - ~  = 2 (Oxn) - O x , + l ,  1 I I 53m, 

o #  = 2 (Ozn+3,) - 0xn+3m-l, 1 I 1 5 3m. 

Then 

where OH# (m) has the same meaning as in Section 3. Now the Hadamard-total variance is com- 
puted from (4) as before with N,,,, = N,,,, - 1. Because of symmetry we need #xp only for 
n - k 5 i I n + k + 3 r n l  and (5) applies. 

5 BIAS AND EQUIVALENT DEGREES OF FREEDOM 

We consider the random frequency-modulation (FM) noises since these dominate at long-term 
averaging times where we can capitalize on the improved confidence of using the total approach. 
To analyze phase-modulation (PM) noises, one would usually use Total TDEV [6] rather than 
the Hadamard deviation. For brevity, let TotalHrri(m, TO, N,,,,) be TotHvar (T, T ) ,  where T = 
mro, T 1 Nym,,ro. The normalized bias and edf for TotHvar are given by 
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-1  = a ,  1 E {TotHvar (T, T ) }  
E { Hvar (7, T ) }  nbias (7) = 

edf (7) = edf[TotHvar (7, T ) ]  = 
bo + b i T / T ’  (7) 

where E{.} is expectation of {.}, 0 < T 5 $, T 2 1670 (to be explained), and a, bo, and bl are given 
in Table 1 for the five F’M noise types considered by the Hadamard variance. a is the corresponding 
power-law exponent of the fractional-frequency noise spectrum Sy(f) oc f a .  In the context here, 
its valid range is -4 _< a 5 2. E {TotHvar (7, T ) }  relative to  E {Hvar (7, T ) }  in (6) is independent 
of T and T ,  dependent on noise type, and biased low, giving a the negative sign in Table 1. The edf 
formula (7) is a convenient, empirical or “fitted” approximation with an observed error below 10% 
of numerically computed exact values derived from Monte-Carlo simulation method using the bo and 
bl coefficients of Table 1 and with the error decreasing with averaging factor rn = T/TO increasing. 
In fact, (7) should be used only if data-sampling period 70 is sufficiently short compared to the 
averaging time T by 7 / 7 0  2 16. Otherwise, there are not enough points for the data-extension 
procedure in the total estimator to have significant advantage over the plain Hadamard estimator. 
In other words, the To-dependence of the total estimator of (4) plays a significant role, whereas the 
weaker 70-dependence of the maximum-overlap estimator of plain H C ~ , ~ ( T )  given by (2) is generally 
suppressed as in (2). It is well known that maximum-overlap statistical estimators will increase 
edf, hence confidence, and the degree of data overlap is dependent on sampling interval 70 relative 
to  7 [12,13]. Real data should be sampled as fast as practical for a given averaging time. This 
is especially true in order for the data extension of each subsequence to be effective in the total 
approach. 

Assuming chi-square distribution properties and edf computed by (7) and the values of Table 
1, confidence intervals will be conservative since the distribution is actually narrower than chi- 
square. Although not quantitatively investigated, the narrowing of the distribution is proportional 
to  increasing averaging factor m = T / T ~ .  Fortunately with real data runs, 7n is, of course, always 
largest at longest-term. Depending on the noise type, we have seen narrowing by as much as 15% 
for m G 100,000. 

To show the improvement in estimating the Hadamard function, Table 2 lists the exact values 
of edf from theory for computations using TotHvar ‘us. plain Hvar for the longest averaging factor in 
which 7 = T/3. This point is the last point in the estimate, and the improvement in confidence using 

Table 1: Coefficients for computing (6) and (7), normalized bias and edf of TotHvar. 

Noise Abbrev. a a bo b l  
White FM WHFM 0 -0.005 0.559 1.004 

Random Walk FM RWFM -2 -0.229 0.938 1.696 
Flicker Walk FM FWFM -3 -0.283 0.974 2.554 
RandomRun FM R W M  -4 -0.321 1.276 3.149 

Flicker FM FLFM -1 -0.149 0.868 1.140 

TotHvar is substantial, particularly for the general case of WHFM noise. TotHvar is a significantly 
improved estimator that offsets much of the criticized inefficiency in using the sample Hadamard 
deviation as opposed to the sample Allan deviation in the presence of common WHFM noise in 
frequency standards. 
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edf TotHvar(T/3 T ) }  Table 2: Exact gain for rmam = T/3. 

Noise edf gain of TotHvar (T/3,  T )  
WHFM 3.447 
FLFM 2.448 
RWFM 2.044 
FWFM 1.676 
RRF’M 1.313 

6 POWER LAW DETECTION 
It is important to  be able to  determine which power-law noise type is present for a given T-vdue in 
the range -4 5 a 5 0 so that TotHvg’s bias can be removed automatically. Similarly, before the edf 
can be determined to establish confidence intervals and set error bars for a stability measurement, 
it is necessary to identify the dominant noise process. This section describes a noise-identification 
(noise-ID) algorithm that has been found effective in actual practice, and that works for a single 
7-point over the full range of -4 5 Q 5 2. It is based on the Barnes B1 function [14], which is 
the ratio of the N-sample (standard) variance to the two-sample (Allan) variance, supplemented 
by applying this function to  frequency data, and the R(n) function [15], which is the ratio of the 
modified Allan to  the normal Allan variances. 

The B1 function has as arguments the number of frequency data points N ,  the dead time ratio 
r (which is set t o  I), and the power-law 7-domain exponent p. The B1 dependence on p is used 
to determine the power-law noise type for -2 5 p 5 2 (WHPM and FLPM to  FWFM). For a B1 
that is consistent with a p -2 result, the Q = 1 or 2 (FLPM or WHPM noise) ambiguity can be 
resolved with the R(n) ratio using the modified Allan variance. 

For the Hadamard variance, the noise determination must be extended to p = 3 (or Q = -4, 
RRFM). This can be done by applying the B l  ratio to  frequency (instead of the usual phase) data 
and adding 2 to the resulting p. This procedure is called “*B1” herein. Since the *Bl procedure 
simply applies the Barnes B1 ratio to frequency data instead of phase data, its use is as before, but 
now its range is effective from WHFM to R W M  noise. (This is analogous to simulation of RRFM 
data by treating RWFM phase data as frequency data.) 

The overdl noise identification process is as follows: 

0 calculate the standard and Allan variances for the applicable r averaging factor, 

0 determine the expected B l  ratios for a = -3 through 1 or 2, 

0 set boundaries between them and find the best power-law noise match, 

0 resolve an Q = 1 or 2 ambiguity with the modified Allan variance and R(n), or 

0 resolve an Q = -3 or -4 ambiguity with “Bl. 

Table 3: Formulae for B l ( N , r  = 1,p). Substituting frequency data into the usual phase-data 
measurement of B1 ratio will shift these formulae to the p + 2 range, thus covering R;RFM. 
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Noise p B 1 =  
2 ( N ) ( N + l )  FWFM 

FLFM 
WHFM -1 1 

RWFM 1 h 7 2  
N ZnN 

0 2 ( ~ - 1 )  2n2 

N2-1 WH or FL PM -2 l .5 (N)(N- l )  

For a data run of length N ,  Ta.ble 3 gives five specific i'ormulae for B1 corresponding to ,u = 
-2, -1, 0, 1, and 2. Table 4 summarizes the power-law detection scheme and gives the boundaries 
for demarcating each noise type. The boundaries between the B1, *B1, and R(n) functions are, 
in general, set as the geometric means of their expected values, and the actual measured ratio is 
tested against those values downward from the largest applicable p. For example, if, during the 
testing, the measured B1 ratio is greater than the square root of the product of the expected Bl  
values for RWFM and FLFM noise, it is determined to be the former (a, = -2, RWFM). 

figh levels of frequency drift should be removed to  best identify the underlying noise process 
by this method. Also, the R(n) ratio cannot, of course, be used for 7 = TO averaging factor (in 
which c&e it is 1 for all noise types). Finally, at the very longest averaging factor or last -r-point, 
it is better to use the previous or T - TO point to  estimate the noise type. This algorithm has 
been used in commercial frequency-stability software [16] for the past decade with good success. 
It allows bias corrections and error bars to be calculated automatically during an analysis for all 
of the common time-domain stability statistics (including the new Hadamard total variance here) 
over the full range of noise types and for essentially all T averaging times. 

7 THE KALMAN NOISE MODEL AND THE GPS OPERA- 
TIONS PROBLEM 
'The time update of clock states in the Master Control Station (MCS) Kalman prediction algorithm 
is based on an average of the the most recent measurement of these states for each individual clock, 
modeled simply by random noise acting on phase z ( t ) ,  frequency ~ ( t ) ,  and frequency drift x ( t ) .  
With this model, the measured power-law a exponents of the frequency-fluctuation noise spectrum 
take on only the values 0,-2, and -4, corresponding to WHFM, RWFM, and RRFM, or p = -1, 
1, and 3 in the 7-domain. Hence, we want to precisely extract the level of these noises for each 
clock using the most efficient method possible, which heretofore has been the sample Allan variance 
with drift removed from the data run, and more recently the sample Hadamard variance, because 
of its logical link to  the model. If white PM (WHPM) is a significant noise component, and for 
completeness, the Q = 2, p = -2 case corresponding to WHPM is included as a separate error. 

The parameters used by the MCS within GPS system operations are denoted as Kalman filter 
4's. By convention, each filter parameter qi, i = 0 , 1 , 2 , 3  corresponds respectively to  7-domain 
power law exponents p = -2, -1,1,3. For the Hadamard variance, the relationship is [3] 

2 
H C ~ ~ ( T )  = d v H P i v  + 4 $ H F M  + 6 h F M  + ~ R R F M  

- 10 - 
3 
- + q 1 r - l  + iq2r + &q373. 

For the Allan variance, the relationship is [17] 

og2(7) == 3 q 0 T - ~  + q17-I + &27 [ + & q 3 ~ ~ ]  , (9) 

where the inclusion of the RRFM noise term as [+&q3r3] is a point of contention for two reasons. 
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Table 4: Power-Law Noise Identification. 

1 Noise 
I RRFM 

Q 1 p 1 ID by Remarks 
-4 I 3 I Bl&*B1 Use *B1 to  resolve Q = -3 or -4 ambiguity 1 

I I I I I 
- 1  

I Decision boundarv: {Bl(FWFM) + Bl(RWFM)) / 2 

~ 

“ C  1 , >  I 

FWFMI -3 1 2 1 Bl&*Bl 1 
Decision boundary: {Bl(FWFM) + Bl(RWFM)} / 2 
RWFMI-2 I 1 I B1 
Decision boundary: sqrt {Bl(RWFM) x Bl(FLFM)} 
FLFM 1-1 I 0 I B1 
Decision boundary: sqrt {Bl(FLFM) x Bl(WHFM)} 
WHFMI 0 1-1 1 B1 
Decision boundary: sqrt {Bl(WHFM) x Bl(FLPM)} 
FLPM I 1 1 -2 1 Bl&R(n)l Use R(n) to  resolve a = 1 or 2 ambiguity 
Decision boundary: s a d  CBl(FLPM) x Bl(WHPM)) 

Use *Bl to  resolve Q = -3 or -4 ambiguity 

I 

Noise ID Methods: B1 = Barnes Bl(N, r, m) bias function with r = 1 [14]. 
*B1 = B1 applied to  frequency data as phase data with p = p + 2. R(n) = 
ratio, mod Allan variance/Allan variance. 1151. 

First, estimating q3 by (9) using real data is unreliable because M F M  is inconsistent by the 
definition of the Allan variance. Second, ref. [17], from which the term derives, does not compute 
the Allan variance; instead, it computes the optimal mean-square prediction error variance of 
g(to, t o  + 7) based on {z ( t ) ,  t 5 t o } ,  for frequency noise spectra with a = 0, -2, and -4. For these 
reasons, we advise omitting the RRFM term entirely from (9). The other terms of (9) happen to 
be correct for Allan variance. 

The GPS Hadamard variance is defined to be equivalent t o  the Allan variance for WHFM, 
which is confirmed in comparing (8) and (9); however the variances differ by a factor of two for 
RWFM, therefore they cannot be used interchangeably under normal circumstances and involving 
drift-free stochastic processes. 

Tuning the Kalman filter depends on the ability to “q” each individual clock according to 
estimates of its noise. The GPS Block IIR satellite program incorporates Rb atomic oscillators 
that are characterized by a mix of various levels and types of random noise and with frequency 
drift that may be significantly above noise. This kind of oscillator mix is difficult to manage using 
Avar and (9)’ which must be used based on drift-removed frequency residuals. However, reverting 
to  using “frequency-drift insensitive’’ Hvar and using (8), the confidence becomes a factor of about 
$ less near the last and crucial long-term T~~~~ = T/3  value owing to the plain sample Hadamard’s 
edf of one less as compared to Allan’s edf. For the proper perspective, note that we are in the 
one-week averaging 7-region with a last real-time data run of about one month, thus edf = 1- 
2; so estimating filter q’s is somewhat subjective. Figure 2 illustrates a summary of estimates of 
frequency stability for each GPS satellite clock as published in reports issued by the Naval Research 
Laboratory [18]. 

Table 2 shows that the new TotHvar (T/3,T) edf is multiplied by a factor of 1.3 to 3.4 over 
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plain Hvar (T/3, T). TotHvar can be applied directly and reliably, while retaining the efficiency of 
the sample Allan variance without the difficulty associated with real-time drift removal. 

The work of this paper has impact on two GPS operational issues. The first is that the time 
needed to estimate the Hadamard variance is substantially reduced. For example, to  obtain a 7 = 
one-week estimate of the Hadamard variance with, say, the last 40 days of measured data, the Total 
approach using TotHvar obtains ,a one-week estimate with the same or better confidence in about 
26 to  34 days of measured data. The second issue is that satellite data are obtained by the linked 
common-view method [ 191, and the delay in receiving the monitor station tracking data is currently 
at 2 to 3 days. Thus, it is important to  extract maximum information from data at hand. 
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Figure 2: Hadamard-deviation frequency stability of individual GPS satellite clocks ‘us. USNO 
Master Clock for the period 1 January t o  1 July, 2000 [HI. 

8 EXAMPLE 

Figure 3 is data of SV24, a Block IIA GPS satellite. Total Hadamard deviation, plain Hadamard 
deviation, and Allan deviation are compared with increasing data spans starting at 7 days and 
extending to 28 days and shows how each of these statistics behaves as it evolves. As is generally 
the case, TotHdev performs better at estimating the longest-term noise level than plain Hdev for 
measured data spans as indicated by estimated levels from later (longer) data spans. 

9 CONCLUSION 

We have developed a significantly improved estimator of the three-sample Hadamard frequency 
variance based on the so-called “total” approach and denoted as TotHvar, for use in GPS operations 
and analysis. Practically speaking, we have reduced the long-term estimation uncertainty in terms 
of edf by a factor of 1.3 to 3.4, depending on the noise type, and we have presented a way to 
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Figure 3: Total Hadamard deviation, plain Hadamard deviation, and Allan deviation for SV24 
satellite clock data as the data run increases from 7 days (front plot) to  28 days (rear plot). The 
last (rightmost) values of TotHdev for shorter data runs anticipates the underlying noise level of 
longer runs compared to plain Hdev (arrowed lines are projected off 28-day data run). The Allan 
deviation’s response to frequency drift masks the long-term noise level. 

automatically remove the moderate negative bias of TotHvar by a power-law detection algorithm. 
Having confidence greater than plain Hvar and even equal to  or greater than Avar, TotHvar is a 
statistic that permits tuning of the MCS Kalman filter with more accurately chosen clock-estimation 
parameters (or 4’s) that are linked to the most recent measurements of frequency stability of 
each clock. The increased confidence from TotHvar and shorter data processing delays will play 
significant roles in adequately managing future GPS system events. 
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Questions and Answers 

MASSIMO TINTO (JPL): I have a quick question. The Hadamard function, in a sense, can 
be seen as the Allan variance of the Allan variance because you’re taking the difference of the 
difference. From your definition, you have Y (T) minus Y (T) plus 7, minus the shift of 1 by 
7. So have you thought about doing the Hadamard of the Hadamard, so going to the third 
order? So going a step further from what you have done and see if that will also give you 
some extra- 

DAVID HOWE: I haven’t. The problem with going to higher differences is that the efficiency 
goes down for the kinds of noise processes which are characteristic of the clocks, because you 
lose degrees of freedom as you have to use longer data lengths to estimate averaging times. 

TINTO: Oh, I see. 

STEVE HUTSELL (USNO AMC): Dave, I was wondering if you could comment on the 
increase of the effective degrees of freedom. How much of it was due to the overlapping 
technique and how much of it was due to the extension in the total technique? 

HOWE: All of this was due to the extension, That gain was due to the extension entirely 
because the numbers were taken at the last point. There is not overlapping at the last point. 

Now, that does raise the point that, as a practical matter, total and overlapping estimators rely 
heavily on sampling as fast as practical. You understand that you take estimates and you shift 
by T ~ ,  your sampling interval. Total takes advantage of that more fully than overlapping, but 
that has been true for quite a while. 
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Abstract 

Six years of U.S. Naval Observatory clock data are analyzed to determine the optimal data 
filter length and the amplitude and frequency of occurrence of statistically significant changes in 
the frequencies and frequency drifts of cesium-beam frequency standards and hydrogen masers by 
means of relative and correlation-corrected N-cornered-hat analyses of the frequency stabilities of 
postprocessed mean timescales. The effects of temperature and humidity on cesium and maser 
frequencies and drifls are also investigated. 

1 INTRODUCTION 

The U.S. Naval Observatory (USNO) maintains an ensemble of about 50 HP5071 cesium-beam 
frequency standards and a dozen Datum-Sigma Tau hydrogen masers at its Washington, DC site, 
which are kept in environmentally controlled conditions. Since each of these clocks has been 
acquired, time (phase) differences between them and the Master Clock have been recorded 
once per hour, using a Data Acquisition System (DAS) of coaxial cables, multiplexed switches, 
time-interval counters, and computers. 

One motivation for this work is simply to use our available data to determine the long-term, 
observed, statistical behavior of all the clocks in our ensemble. Although the lack of an 
absolute frequency reference makes it technically impossible to determine the absolute stability 
of any individual clock or ensemble, a considerable body of literature [e.g. 1-61 has provided 
some tools that allow mathematically precise “N-cornered-hat” estimates, subject to specific 
limitations. In this work we have chosen to use the tools of Torcaso et al. [3,4] because 
they were available for use in a form that allows simple batch processing of hundreds of clock 
combinations. The maser stabilities derived from this N-cornered hat analysis are shown to be 
a few tenths of a dB higher than stabilities derived from simpler analyses comparing individual 
clocks to USNO unsteered cesium and maser averages, EAL [7], and TT99 [S,9]. The reasons 
for this are discussed below. 

A second motivation for this work has to do with the operational issues concerning the 
generation of USNO mean timescales. These timescales are actually integrated frequency 
scales, created by averaging clock frequencies that have been detrended by removing clock- 
specific rates (frequencies) and drifts (linear change of rates with time). The timescales differ 
in how they weight clocks, but all clocks are currently characterized through comparison with 
an unsteered cesium mean timescale [10,11]. Since all frequency standards exhibit nonwhite 
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noise over long enough periods, a problem develops because there is no optimal manner to 
average nonwhitened noise. In practice, USNO has taken advantage-of the large number of 
clocks in its ensemble by using the timescale itself as a reference with which to determine 
epochs of significant changes in clock rates and drifts. The epochs of these “clock breaks’’ are 
chosen by inspection of the whiteness of the frequency data and linearity of the phase data. 

These breaks may occur at any time due to changes in environmental conditions or spontaneous 
changes within the clock. Such breaks are checked for during each hourly measurement and 
computation of the real-time mean timescale, and the clocks involved are deweighted. The 
clocks are later reweighted after sufficient data have accumulated to accurately model the 
clocks’ rates and (if any) drifts. Clocks are also checked for, and deweighted in the event of, 
general degradations in stability. 

Cesiums are weighted equally in the timescale computation due to lack of evidence that any 
other procedure is optimal, at least using weights based on Allan variances [11,12] or rate 
solution variances. This is probably due to the deweighting of any clocks showing changes in 
performance or character. In the combined cesium-maser timescale toward which the Master 
Clock is steered, masers are deweighted relative to cesiums in a manner varying with time since 
the latest measurement [lo]. Clock parameter recharacterization is done prior to weighting and 
is relative to the mean of the other, weighted clocks. The number of clocks recharacterized at 
any one time is limited to a small fraction of the weighted ensemble, lest the stability of the 
whole timescale be afflicted by errors associated with indeterminacy because of the lack of an 
absolute reference. 

How well the rates and drifts of the individual clocks are modelled and how quickly any 
changes therein are recognized and allowed for have definite effects on the stability of the 
mean timescales, both those that are used diagnostically in postprocessing and those that are 
used in real time as a target toward which to steer the USNO Master Clock. The stability of 
the Master Clock is, however, not strongly affected by the rate of clock recharacterization, since 
even the most aggressive recharacterization studied herein does not result in any significant 
destabilization over the monthly intervals between steers of the mean timescale toward TAL This 
study is the first of several different empirical and theoretical attempts at USNO to quantify the 
costs and benefits of different levels of precision in clock characterization. Another objective 
is the determination of the average size of and average interval between clock breaks, i.e. the 
temporal stability of these frequency standards. 

CLOCK DATA AND ANALYSIS 

Data reported here were taken from MJD 49532-51857 (29 Jun 94-9 Nov 00), using a DAS 
which each hour switches each clock’s 5 MHz signal to a time-interval counter for a phase 
measurement against the Master Clock. These measurements have an hourly precision of 
about 50 ps rms, but the very long-term accuracy is 1 ns peak to peak. Although recently 
experimental, lower-noise measurement systems are being used in parallel [13], DAS switch 
data are used throughout this analysis. 

The physical environment of the USNO clocks are usually maintained to an rms of 0.1”C and 
1% relative humidity through the use of temperature-stabilized chambers inside of temperature- 
controlled rooms. However, there are short-term fluctuations in any given chamber of a degree 
or more, due to equipment failure about once a year. Also, each clock can experience long- 
term temperature changes when nearby equipment is relocated or when components of the 
environmental control system are replaced through normal maintenance. Humidity variations 
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are usually associated with temperature variations, but no significant clock variations have been 
ascribed purely to humidity variations. Temperature variations, however, can noticeably affect 
maser frequencies, whose temperature dependence has been reported to be up to 9 .  10-15/0C 
[14] in absolute value. As part of this work, we have also examined available “health and 
status” information from the RS-232 ports of the masers and cesiums, which are used here as 
diagnostic tools [15,16]. We have found, as did Chadsey [17] for cesiums, that neither maser 
nor cesium frequency variations correlate well with the health and status information, except 
for hardware (e.g. power supply) failures and maser temperature variations. 

Rates are determined by averaging the first differences of the hourly phase measurements, 
unless there appears to be significant drift, in which case rate and drift are derived from a 
linear least-squares fit to the first differences. This procedure has been found to be optimal 
for our data [18], because a sampling time of 1 hour is in the white FM noise region of both 
the cesiums and our DAS measurement system (hence, the masers as well). While rate can be 
inferred from initial and final phase measurements, the above procedure permits data editing 
and confidence level determination. 

The least precise aspect of USNO clock characterization is the determination of the clock 
breaks. In an on-line 
situation, it has not been unusual for the data analysts to remove a clock from the averaging 
simply because a few hours’ data show a trend that could, over a weekend, affect the mean 
timescale significantly. This is often a prudent decision, because the loss of just one good clock 
affects stability by the square root of N, while a mischaracterized clock affects the average by 
1/N, and because in general robustness is more critical than stability. Another reason to err on 
the side of caution is because USNO Master Clock steering strategies are designed to protect 
against short-term mean instabilities, but long-term trends are removed only by the steers to 
UTC (BIPM) [19,20]. 

Even in postprocessed work such as this, the difference between a time series characterized by 
clock breaks and one characterized by flicker noise can be as much philosophy as substance [21]. 
For this work, clock breaks were determined by four different sets of criteria, characterized by 
different levels of increasingly strict modelling. All methods discarded obviously bad data, and 
inserted clock breaks at times of disturbances and repairs, such as clock moves and beam tube 
replacements. To these, all methods added additional clock breaks of a number proportional 
to the level of significance adopted. These criteria are summarized in Table 1. The strictest 
criteria (Set #4) are those currently used in day-to-day timescale operations, though these are 
approximate; the actual values varied with the empirical philosophy of the data analyst at the 

In practice, the methods have varied considerably over the years. 

Cesiums 

Table 1. Minimum Clock Break Levels (Absolute Values) 

Masers 

Drift Change Set # Rate Change L Rate Change Drift Change 

1 
2 
3 
4 

5.0.10-14 
1.5.10-14 
4.6.10-15 
3.5.10-15 
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time the data were current. Moreover, the tabulated values do not reflect the entire story, since 
there is some variation with effective filter size. For criteria Sets #1-3; clock breaks would be 
assumed if changes smaller than the tabulated values occur over long periods of time. 

By way of illustration, Figure 1 shows how two different cesium clocks (serial numbers 114 
and 1097) were broken into clock breaks by the four different sets of criteria. Also, Table 2 
summarizes the total number of clock breaks detected. 

1 
2 
3 
4 

Table 2. Number of Clock Breaks Detected 

150 
260 
3 12 
577 

Set # Cesiums 

I 

Masers 

39 
90 
92 
155 

Totals 

189 
350 
404 
73 2 

POSTPROCESSED TIME SCALES 

In order to compare the four different clock-characterization methods, postprocessed timescales 
were generated using a modified form of Percival’s [22] algorithm through the in-house least- 
squares program SuperP [12]. Figure 2 compares cesium-only mean timescales, generated by 
SuperP with TT99 as the reference. Similar results are found with maser-only mean timescales 
or using the EAL as a reference. It appears that the USNO data have in the past been 
over-aggressively characterized, although the least aggressive set of criteria was also suboptimal. 
This conclusion is supported by analysis of timescales generated using SuperP on different 
halves and thirds of the USNO ensemble by performing N-cornered-hat frequency stability 
analyses upon the independent thirds and computing the Hadamard deviations [6]. 

For the rest of this work, clock characterizations will be determined using Set #3. It should be 
noted that Set #2 may be equally valid, and would result in slightly higher stability measures, 
because it has clock breaks at fewer positions where the data begin to look nonwhite. No matter 
which criteria set was used, the clocks on the whole had indistinguishable stability measures 
for sampling times T of < 10 days, because the clock weighting and clock-break determinations 
were made on a longer scale than this. For 7 > 10 days, the computed cesium and maser 
stabilities tended to be about 0-1 and 2 dB higher, respectively, for Set #1 compared with the 
other sets. 

STATISTICAL MEASURES AND REFERENCE TIMESCALES 

The stability characteristics of individual clocks were compared to the following four available 
references: USNO’s unsteered maser mean timescale (MM), USNO’s unsteered cesium mean 
timescale (CM), EAL, and TT99. Figure 3 compares Allan deviations [l] of the MM with each 
of the other three references using data corrected for drift. Note that the MM is considerably 
more stable than the CM in the short term, and its stability approaches that of the CM in the 
long term because both cesiums and masers are detrended against the same standard. 
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Figure 4 shows the Allan and Hadamard deviations for the median of the masers and cesiums 
relative to the MM, and for the mean of the best third of the masers-and cesiums relative to 
the maser mean. The stabilities are consistent with similar analyses wherein the reference was 
the cesium mean, EAL, or TT99. Figure 4 implies that at least 30 days of data are required 
to determine a clock’s frequency to within 4 parts in and that at least 60 days of data 
are required to determine a clock’s drift to within a part in 10I6/day. This is consistent with 
established USNO practice to not weight a clock until it has at least 30 days of data that are 
stable in rate and display no significant drift, or 60 days of data that are stable in drift and, 
aside from that, rate. 

Figure 5 plots the N-cornered-hat stabilities for all the aforementioned combinations, as well as 
drift removal, derived using the methods of Torcaso et al. [3,4]. The derived stabilities agree 
for the Hadamard deviations of the masers and for both Allan and Hadamard deviations of the 
cesiums. The high values for the Allan deviations of our masers are due to the sensitivity of 
the N-cornered-hat method of Torcaso et al. to noisy clocks, such as masers with large drifts. 
Such high values do not appear in our plots of Allan deviation for drift-corrected data. We 
note also that the technique failed to give reasonable values for masers in hybrid (maser and 
cesium) ensembles. 

Note that the manufacturer’s rating for a typical USNO maser’s time deviation (TDEV) is 100 
ps over a day. Since this is comparable to the noise in the measurement system that produced 
the data reported here, we do not report maser Allan deviations for T < 2 days or Hadamard 
variances for r < 4 days. 

CESIUM-BEAM CLOCK PERFORMANCE 

High-performance HP5071A cesium-beam frequency standards have been in general use at 
USNO since 1993 and were the basis of a stability analysis in 1994 [23]. The lifetime of a 
typical high-performance tube, warrantied for 3 years, has been found to range from 5 to 7 
years [17,24]. An initial “burn-in” phase of instability ranges from 0 to about 90 days, an 
example of which is shown in Figure 6a (relative to the MM). Figure 7 plots the length of each 
burn-in period, in days, vs. the MJD the tube was received at USNO. 

An end-of-life period of high instability generally ranges from about 1 day up to about a year 
during which the instability is significantly higher or more nonwhite than normal. Figure 6b 
shows a typical tube demise, which is first signaled by a sharp rise in the electron multiplier 
voltage to its maximum voltage (2553 V), followed by a rise of the signal gain to its maximum 
(100%) [MI. A very slight increase in noise is observed up to 300 days before tube failures 
in about a quarter of the cases (e.g. Figure Gc). This is roughly consistent with Allan and 
Hadamard deviation statistics computed over each 160-day interval, and which show a very 
small degradation in the average stability as a function of the age of tube (perhaps 1 dB over 
the tube life). 

Examining Set #3 of times of rate and drift changes, it was noted that significant changes in rate 
(more than about 3 parts in 1015 occur on the average of once every 312&15 days, the absolute 
value of the average rate change being 1.7k0.17 parts in Despite the occurrence of very 
transient temperature excursions of about 10°C and changes of a few degrees over several hours 
in the environmental chambers, not a single significant frequent step could be unequivocally 
attributed to temperature or humidity change. This is consistent with the specifications and 
test results for these clocks [25]. 

Figure 8 plots the observed cesium drifts as a function of MJD, for Set #2 data. The increase in 
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drift scatter at the plot’s extremities may be due, in whole or part, to insufficient measurement 
time. 

As noted in the previous section, 60 days appears to be be the minimum length of an optimal 
filter for the determination of cesium rates. But 60 days also approximates the maximum 
length, as is evident in Figures 2-5 and 9. The improvement in rate accuracy slows down after 
2 months because of nonwhite noise. Thus, increasing the filter length much beyond 2 months 
would subject the rate determinations to random walk FM. 

HYDROGEN MASER PERFORMANCE 
The frequency performance of six of our earlier Datum-Sigma Tau auto-tuned masers has been 
published in [23]. The relative sizes of our masers’ drifts, as well as their associated errors, 
are plotted in Figure 10. As it is for the rates of cesiums, 60 days also appears to be the 
approximate upper limit on the optimal filter length for the drifts of masers (see Figures 3-5 
and 11). 

Examining Set #3 of times of rate and drift changes, it was noted that significant changes 
in drift (> 5 l0l8/day) occur on the average of once every 209f16 days, the absolute value 
of the average drift change being 7.3 f 1.7. 1ol7/day. About a fifth of the rate changes could 
be attributed to temperature excursions in the environmental chambers. Regarding drift, the 
three correlations found all concerned the same maser (NAV8). Spikes greater than 3°C or 
variations of O.”5C prolonged over several hours could cause rate changes, though excursions as 
large as 8°C could have no effect, and only about fifth of temperature changes > 3°C caused 
rate changes. 

Determination of reliable temperature coefficients from these data is problematic because it 
is based on failures or adjustments of the environmental chambers, rather than on controlled 
experiments. Separate determination of the relative or absolute humidity coefficients is further 
complicated by the high correlation between relative humidity and temperature, and the fact 
that both tend to vary when an environmental chamber fails. 

Temperature-induced frequency variations were not always consistent for the same maser. Short- 
term correlations were observed ranging from approximately -1.8 to + 1.5 parts in 1014/”C. Figure 
12 shows long-term variations for maser NAV3 indicative of a temperature coefficient on the 
order of of -1. 10-14/0C. Parker [14] found long-term coefficients ranging from -9 to + 1.3 parts 
in 1015/”C. 

As stated, we also found probable effects on drift. Figure 13 displays a long-term variation 
for maser NAV8 consistent with a temperature coefficient of +0.81 10-~~/day/”C. Short-term 
correlations were found ranging from -0.7 to +5.8 parts in 1017/day/”C. 

Frequency variations in the masers often correspond to fluctuations in the maser health and status 
information, particularly the “top plate heater” voltage, the changes in which are related both 
to chamber temperature and temperature gradients within the maser. Moreover, the measured 
temperatures are dependent on the placement of the sensors within the chamber. Hence, 
the aforementioned temperature coefficients are not necessarily reflective of the temperature 
experienced by the maser. 
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CONCLUSIONS 
Allan and Hadamard deviations of the USNO ensemble of HP5071 cesium standards and 
hydrogen masers were computed several different ways. Sixty days appears to be the optimal 
length for a filter on hourly first differences in the determination of clock rates and drifts. 
Thus, less aggressive recharacterization than is presently used operationally will improve USNO 
timescale stability, although it will not necessarily affect the short-term stability of the Master 
Clock over periods of less than 60 days. 

Comparison of postprocessed timescales indicate that cesium rates and drifts should be rechar- 
acterized after changes of about 5 parts in lOI5 and 1 part in 10l6/day respectively. Such changes 
occur about every 312 days, averaging 1.7 parts in There appears to be an increase in the 
drift of new cesium tubes, but this may be due to insufficient averaging time. 

Similar comparisons indicate that maser rates and drifts should be recharacterized after changes 
of about 1 part in 1015 and 5 parts in lOlS/day respectively. Such changes occur about every 
209 days, averaging 7.3 parts in 1OI7/day. 

While no frequency dependence on temperature or humidity could be ascertained for the cesium 
standards, the masers evinced frequency dependences of 1 or 2 parts in 1014/0C in absolute 
value and drift dependences of about 1 to a few parts in 1017/day/OC in absolute value. 

DISCLAIMER 

References to specific commercial products do not imply an endorsement by the U.S. Naval 
Observatory. Although the analysis of clock stabilities is believed to be accurate with regard to 
the actual experience of the USNO, it should not be construed that this would be characteristic 
of clocks maintained at other laboratories at the same period, nor of clocks currently marketed 
by any manufacturer. 
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Figure 1. The frequencies of two cesium standards referenced to the cesium mean timescale, 
with the times of clock breaks determined by the four different sets of criteria indicated by "1," 
"2," "3," or "4." "x"'s in the row dedicated to a particular criteria set indicates that data were 
deweighted from that point on until the next clock break. 
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Questions and Answers 

DAVID HOWE (NIST): One of the comments you made, Lee, was that you take GO days 
worth of data to get an estimate of the drift and correct for that drift. Yet, at the same time, 
you admit that the drift changes in those hydrogen masers for shorter intervals. 

LEE BREAKIRON: Shorter than GO days? No. 

HOWE: You commented that you could make corrections more frequently, but that would 
raise the level of random walk. Do I understand that correctly? 

BREAKIRON: Yes. 

DAVE HOWE: Okay, then what I would comment about is that as your administered effort to 
reduce the random walk invariably will result in an increase in the noise on the drift in longer 
term. In other words, you will stretch the instabilities out farther. Now, we’ve observed this 
at NIST One of the reasons why it is a dangerous business to have hydrogen masers without 
sufficiently periodic frequency evaluations is that you cannot predict an event in hydrogen maser 
reliably in terms of its drift. The drift is high. I believe that the Hadamard will report numbers 
that are significantly higher than one would expect. 

HAROLD CHADSEY (USNO): I am interested, Lee, in two items. First of all, you said you 
did this analysis over 6 years, and you said using our current method of data analysis. As a 
person doing the real-time analysis, I am curious to know what standards you used, because 
we have changed them over the past 3e years. In fact, we have changed them over the past 
6 months as to what we are evaluating as being good, bad, and mediocre clocks. I am also 
interested in knowing in your paper, are you going to have the specific criteria for Set #1, #2, 
#3, and #4 so we can figure out exactly what is the best and see if we can do that in real time 
versus the postprocessing that you did? 

BREAKIRON: Certainly the latter we can do. E quoted the numbers for the cesium masers 
for Set #3, which was 5 parts in lOI5 for a significant rate change for a cesium, and a change 
of 5 parts in 10ls/day for the drift of a maser. 

As far as the change in the operational criteria over time, I found those to be much less 
significant than the rate and drift changes and the differences between the different sets of 
criteria. So I don’t think that will be an important effect. But we will publish those numbers. 

THOMAS CLARK (NASA Goddard Space Flight Center): I’m interested, since you have sort 
of the longest span and operation on the largest number of clocks of both types, that you now 
have talked more definitively in statistics. Certainly, from the masers that we run in VLBI, I 
have some feeling for the answer to this question. That is, in VLBI, in the masers, we find 
that vac ion pumps are the most common failure and that tends to be about 3 to 4 years that 
we see vac ion pump problems. Can you comment on what your experiences are on how long 
standards will keep running before the experience of a problem. And then the other question 
I was going to ask, which is unrelated, are you starting to include any fountain data in these 
ensembles and how is it performing? 

BREAKIRON Well, we’ve done only minimal adjustments to our masers, changes of heating 
plates and batteries, I think. But no large items, though that will presumably become a problem 
at some point. And perhaps one of our engineers here can tell you more. 

As far as the fountain data, no that is still an experimental device. Bu, we certainly look 
forward to using the data when they become available. 
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CHADSEY: To answer your question, Tom, it depends on the manufacturer of the maser as 
to what pressures they are running and things like that as to when we are seeing failures. The 
Sigma Tau masers that we are running have been running very well, with minor things such as 
battery replacements. The SA0 masers are running at higher pressures. We were doing plates 
and glassware on them. About 3 to 4 years was what we're getting out of them. But they are 
running significantly higher pressures in the chambers, so you would expect that. 

DEMETRIOS MATSAKIS (USNO): Let me add another comment. A lot of the errors that 
we see with the masers are not necessarily intrinsic to the masers. We keep them in chambers 
that nominally are good to a 0.1"C. But every now and then, there is an adjustment to the 
chambers for one reason or another. The whole chamber can vary by half a degree, or on that 
level, and reach a new set point because of things we have done. We see that in the frequency 
of the masers. So part of the errors in the masers would not be there if they had been in 
a pristine, really perfect temperature-controlled environment. They are, however, in the best 
that we can do. 
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Abstract 

The primary mission of the U.S. Naval Observatory (USNO) Ahemate Master Clock (AMC) 
facility, located at  Schriever AFB, is to back up the critical functions of the USNO Time Service 
Department in Washington, D.C. The USNO AMC operates two Master Clocks, AMC #I and AMC 
#2. Each one of these [Alternate] Master Clocks is ready to function as the nation’s source for 
precise time, UTC(USNO), should the need arise. 

This paper summarizes the current status of, and strategies used for, the steering of these Alternate 
Master Clocks. The various USNO AMC steering strategies utilize clock comparisons from no-Way 
Satellite Time Transfer (TWSTT), GPS Common View (CV), and USNO AMC Timescale data. All 
current Alternate Master Clock steering strategies employ a combination of Kalman filtering and 
second-order control, first introduced into USNO operations in 1995. The respective designs for these 
steering strategies are based on several factors, including goals for synchronization and stability, as 
weU as the desire for robustness and simplicity of operation. This paper analyzes the performance 
of these respective designs. 

INTRODUCTION 

As the criticality of precise timing to the security and economy of the United States increases, so does the 
need for robustness in the quality and availability of precise time. The United States Naval Observatory 
(USNO) must ensure its ability to provide a stable, continuous source of precise time for the nation. Key 
to ensuring the continuity of such operations is the USNO Alternate Master Clock (AMC), locatedin 
Colorado at Schriever Air Force Base (AFB). The AMC is ready, as necessary, to assume responsibility 
for the critical functions performed by the USNO Time Service department in Washington, D.C., for the 
Department of Defense and other United States customers. 

During normal standby operations, the AMC provides various time and frequency signals to several users 
co-located at Schriever AFB. These users include the Air Force Technical Applications Center 
(AFTAC), Army and Air Force Defense Satellite Communications System (DSCS) stations and other 
communication modules, and Network Time Protocol (NTP) customers, as well as telephone modem and 
voice users. Additionally, the AMC provides an extremely stable 5 MHz reference to the GPS monitor 
station in Colorado Springs, as well as technical consultation on timing issues to the GPS community at 
Schriever AFB [ 11. 
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For clarity this paper will refer to the USNO facility located in Washington, D.C. as USNO, and the 
Alternate Master Clock facility as AMC. 

AMC CLOCKWTIMESCALES 

As part of fulfilling the above missions, the AMC operates two Master Clock systems, AMC#l and 
AMC#2. Each system uses an input 5 MHz signal from independent hydrogen maser frequency 
standards, and receives digital frequency steering commands. The current primary Alternate Master 
Clock is AMC#1, which is steered to UTC(USN0) in Washington, D.C. using hourly Two-way Satellite 
Time Transfer (TWSTT) measurements (when available). 

The AMC also maintains and operates various mean timescales, based on phase measurements from up 
to three hydrogen masers and up to 12 cesium frequency standards. Many of the AMC mean timescales 
are analogous to those residing at USNO, though with substantially less contributing frequency 
standards. In particular, the AMC maintains a cesium-only mean (#203), a maser-only mean (#198), and 
a “dynamic” mean that weights masers higher in short-term, and cesiums higher in long-term, through 
continuous, hourly recomputation (#200) [2]. The AMC also maintains steered versions of these means, 
(#204, #I 99, #202, respectively) which are synchronized to the USNO counterpart means monthly. 

INTERMEDIATE MEANS 

Since March 1997, the AMC has also maintained separate versions of the unsteered AMC mean 
timescales, which the AMC can steer towards selected references. Currently, these intermediate means 
include hourly-steered copies of #200 (200S), and #203 (203s). 200s acts as a buffer timescale for 
AMC#2 disciplining, and 203s contributes to the AMC Phase Monitoring system, described later. 

Since the standard AMC timescales (#198, #199, #200, #202, #203, #204), like their USNO counterparts, 
are designed for retroactive recomputation, they often experience phase steps in real time. Phase steps, 
by themselves, can potentially impact monitoring and steering functions. The AMC has designed two 
available remedies for this phenomenon: 1) A program to bookkeep and counter-correct such steps in the 
Intermediate Means 200s and 203s (in use since 1997), and 2) Operational restrictions on retroactive 
recomputation (in use since 1999). Both have ensured that steps in the AMC means do not impact 
Alternate Master Clock steering or monitoring. 

STEERING CONFIGURATIONS 

USNO has two current operational techniques of performing time comparisons between USNO and the 
AMC: TWSTT and GPS Common View (CV). With these available synchronization sources, the two 
Alternate Master Clock systems, and the AMC Intermediate Means, the AMC can operate under several 
different steering configurations. 

Primary Configuration 

The primary measurement for synchronizing the AMC with USNO is TWSTT. Accordingly, AMC#l is 
steered to UTC(USN0) via TWSTT. AMC#2 is steered to 200S, which is, in turn, steered to AMC#1. 
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The Intermediate Mean 200s acts as a stable buffer between AMC#2 and AMC#l, to a) keep AMC#2 
close in time and frequency to AMC#1 in a “hot backup” sense, yet b) simultaneously protect AMC#2 
from overly aggressive steering in the event of a runoff in AMC#1 . See Figure 1. 

The AMC has operated under this Primary Configuration for the majority of time since October 1998. 

Secondary Configuration 

Were the AMC to lose TWSTT measurements for an extended period of time, the AMC could begin 
steering 200s to UTC(USN0) using CV data, and simultaneously begin steering AMC#1 to 200s. 
Switching from Primary to Secondary Configuration incurs no change on AMC#2’s steering target- 
AMC#2 is steered to 200s in both configurations. See Figure 2. 

The AMC does not normally operate under this configuration for two reasons. For one, USNO’s 
TWSTT system currently offers superior calibration stability over USNO’s current GPS CV receiver 
system [3]. Secondly, since GPS is an extremely important USNO customer, using GPS CV poses a 
potential, though unlikely, issue of operational fidelity. One could argue that USNO should never 
become dependent on the service provided by one of their own customers, in order to maintain service 
provided to that customer and other customers. Were GPS to malfunction in some very unlikely fashion, 
the AMC would lose GPS CV, and thus, the ability to use this described configuration. For this reason 
and others, USNO may benefit by continuing to maintain and utilize a synchronization source 
independent of the GPS system, as it does today with TWSTT. 

Hybrid Configuration 

The Hybrid Configuration makes use of both available synchronization sources. In the Hybrid, AMC#1 
is steered to UTC(USN0) using TWSTT, as in the Primary Configuration, yet 200s is steered to 
UTC(USN0) using GPS CV, as in the Secondary Configuration. In the Hybrid Configuration, AMC#1 
and 200s are compared, but neither one is steered towards the other. See Figure 3. 

The AMC operated under this configuration for the full month of August 2000. This configuration 
permitted a comparison between the two synchronization methods. Performance numbers are presented 
later in this paper, but overall the Hybrid Configuration demonstrated the inherent calibration instability 
USNO experiences with its current operational authorized GPS receivers. USNO is currently testing new 
receivers that promise improved calibration stability. 

Contingency Configuration 

In the unlikely event of a catastrophic or temporary loss of the Department of Defense (DoD) Master 
Clock at USNO, the AMC must assume responsibility for maintaining time for the nation. Additionally, 
in the event that the AMC loses all synchronization measurements from USNO for an extended period of 
time, the AMC must freewheel. Under such scenarios, the AMC can operate in the Contingency 
Configuration. 

The Contingency Configuration steers both AMC#1 and AMC#2 to 200S, which freewheels on the 
available hydrogen maser and cesium frequency standards. See Figure 4. 

To date the AMC has not needed to operate under the Contingency Configuration. 
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AMC PHASE MONITORING 

The AMC Phase Monitoring system, in operation since November 1997, compares both Alternate Master 
Clocks to a semi-independent AMC mean timescale, namely 203s. To independently monitor two 
hydrogen-maser-referenced Alternate Master Clock systems using a mean timescale, the AMC must use a 
mean that consists of only frequency standards independent of the Master Clock systems. A suitable 
choice for this task is a cesium-only mean. However, since any two independent clocks systems will 
eventually walk off from each other, a straight comparison between the unsteered AMC cesium mean and 
the Master Clocks would produce differences that would be unbounded over time. 

Since GPS depends greatly on stability over time spans 5 1 day, the AMC phase monitoring system must 
detect significant, short-term excursions in the Master Clocks, as opposed to absolute long-term 
differences between independent timescales. To facilitate the monitoring of short-term excursions, the 
AMC gently steers 203s to AMC#1 hourly, with a magnitude limit of, currently, 2.7 E-16 s/s. The AMC 
then intercompares AMC#l, AMC#2, and 203S, using majority logic, to detect if a significant excursion 
in one of the three is occurring. The comparisons between AMC#1 and AMC#2 utilize two independent 
measurement systems. 

As mentioned earlier, AMC#1 currently provides an extremely stable frequency signal to the GPS 
monitor station in Colorado Springs. If (AMC#1 - AMC#2( and [AMC#l - 203Sl both exceed 5 ns, the 
AMC Phase Monitoring system will generate a “NOGO” flag for GPS operators to discontinue use of 
AMC#l. This system is also designed to work analogously for AMC#2, during times when AMC#2 
provides the 5 MHz source to the GPS monitor station. See Figure 5. 

AMC#l, since it first offered service to the GPS monitor station in September 1996, has operated without 
disruption. As such, the AMC Phase Monitoring System has not yet needed to produce a “NOGO” flag. 

STEERING-RELATED MATHEMATICS 

All of the above steering and monitoring systems make use of Kalman filter state estimation, and second- 
order control using two-state gain vectors, derived using Linear Quadratic Gaussian (LQG) control 
theory. This combination first appeared operationally in a program that steered AMC#l to UTC(USN0) 
using TWSTT data, in 1995. The basic second-order steering function used is as follows [4]: , 

where u(k) is the calculated steer command at Kalman time k, Go = [ g, gh ] is the 1x2 gain vector, and 
x(k) is the 2x1 state estimate of phase and frequency. In essence, for each Kalman epoch k, a program 
multiplies the time/phase offset by g, and the rate/frequency offset by gh, and sums the results to produce 
a single frequency steering command for that control system, in units of seconds/second. 

The matrix algebra involved in the derivation of these gains is covered in [4]. In short, designers input 
selected weighting matrices WR and WQ, into a steady-state Riccati equation to solve for Go, in order to 
satisfjr a cost function: 

J = C [(x(k)T WQ x(k) + u(k)T WR u(k) ] (2) 
k 
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The message conveyed by the above cost equation is as follows: the goals of synchronization, 
syntonization, and stability are not mutually exclusive. That is, the desire for ininimizing phase offsets, 
frequency offsets, and the amount of steering control used can, at best, only be balanced. 

STEERING SYSTEM Update Phase Frequency Steering 

AMC#l to UTC(USN0) 3600 s 1.90 ns 4.00 E-15 s/s 6.00 E-17 s/s 
via TWSTT 
200s to AMC#l 3600 s 1.50 ns 3.00 E-15 s/s 8.33 E-17 s/s 

AMC#2 to 200s 3600 s 0.90 ns 2.00 E-15 s/s 8.33E-17 s/s 

Interval Goal Goal Goal 

A rule of thumb from Applied Optimal Control [5] relates selected designer requirements/goals for phase 
and frequency offsets as well as steering values, to the derivation of optimal coefficients within the gain 
vector. This rule of thumb examines the diagonal elements of the weighting matrices used in the cost 
function equation: 

Gain Matrix 
[ l/s (unitless) ] 
[ 3.135 E-08 0.0210 ] 

[ 5.446 E-08 0.0335 ] 

[ 9.010 E-08 0.0477 ] 

Using the Applied Optimal Control approach, the authors set: 

203s to AMC#l 

200s to UTC(USN0) 
via CV 

wr = the inverse of the square of the steering magnitude goal 
wql = the inverse of the square of the phase offset goal 
wq2 = the inverse of the square of the frequency offset goal 

3600 s 2.84 ns 6.00 E-15 s/s 9.00 E-17 s/s [ 3.135 E-08 0.02101 

86400 s 3.00 ns 6.00 E-15 s/s 2.00 E-15 s/s [ 5.260 E-07 0.3780 ] 

The use of the word “goal” above is in the sense of relative maximum allowed offsets. Since 
continuously and simultaneously achieving zero phase offsets, zero frequency offsets, and zero use of 
steering is unachievable in our systems, the designer can, at best, only balance the relative, respective 
goals. As long as the relative “goals” are proportionate, the cost function will produce optimal gains 
intended to balance the respective input goals. Of course, empirical demonstration, either through 
simulation or safe off-line demonstration, is prudent for confirming how well the resultant gains do, in 
fact, achieve their respective goals. The designer must analyze the step and ramp responses of the system 
to ensure that the goals used have generated control gains with the desired damping characteristics and 
time constants. 

Below is a table of the designer goals used in the respective steering algorithms described in this paper, 
as well as the gain coefficients produced by solving a steady-state Riccati equation. The below goals, 
and resultant gains, are current as of 1 October 2000. These goals are not fixed values, but rather are 
subject to change based on operational factors at the AMC: 
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An important fact to note is that the AMC has, at its disposal, multiple configurations for steering AMC 
clocks. Often, the chosen configuration will steer clocks in a chainlike fashion. -For example, currently 
AMC#2 is steered to 200S, which is steered to AMC#l, which is, in turn, steered to UTC(USN0). The 
primary advantage of the chainlike system is the inherent robustness in the event of an anomaly in one 
part of the chain. Impact down the chain is kept to a minimum by limiting hourly steers and by permitting 
the ability to freewheel if the system detects that a reference is either performing poorly or unavailable. 
The primary disadvantage of this chainlike approach is the potential for lesser quality steady-state 
performance. The tradeoff between minimizing worst-day errors vs. minimizing steady-state errors is 
ultimately up to the designer. The steering systems implemented at the AMC are designed around the 
principle, “A timing system is only as good as its worst day.” 

STEERING OPERATIONS 

All of the above steering designs are currently either in use, or on standby ready for use, at the AMC. 
The respective Kalman filters in each of the above systems employ 3-sigma outlier detection, steering 
limiters, and a robust advisory system that notifies operators when less-than-desired performance is 
detected. 

Figure 6 presents AMC#1 and AMC#2 steering performance, by plotting Kalman filter estimates of 
AMC#1 - UTC(USN0) [TWSTT], AMC#1 - 200S, and AMC#2 - 200s. Figure 7 presents AMC Phase 
Monitoring performance by plotting AMC#1 - 203s and AMC#2 - 203s. 

The performance of all of the above systems can potentially experience some degradation in the absence 
of measurements, be the measurements in the form of TWSTT, CV, or on-site measurement systems. 
Thanks in large part to the superb stability offered by the on-site cesium and hydrogen maser frequency 
standards, such degradation will usually be below the noise level required by users, during reasonable 
outage intervals. Figure 8 compares linear residuals of the accumulation in frequency due to the steering 
of UTC(USNO), AMC#1, and AMC#2, during a continuous 10-month period in 1999. The figure shows 
how AMC#I and AMC#2 track the steering of the USNO Master Clock. 

CONCLUSIONS 

The current AMC steering programs are designed to optimally balance the goals of minimizing phase 
offsets, frequency offsets, and instability due to steering. Empirical performance supports the success of 
this design. 

TWSTT is important for good USNO-AMC synchronization, though GPS CV offers an acceptable 
secondary source for USNO-AMC synchronization, during extensive temporary absences of TWSTT 
measurements. 

The AMC mean timescales, like their analogous counterparts at USNO, perform excellently. The AMC 
intermediate mean timescales, as a result, serve very well for the functions of Alternate Master Clock 
disciplining, and AMC Phase Monitoring. 

The steering and monitoring systems described in this paper are robust, operate automatically, and 
usually require no operator intervention, except when database values, such as Kalman filter noise 
parameter and gain coefficients, require updates. 
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Abstract 

LISA (Laser Interferometer Space Antenna) is a proposed space mission which will use coherent 
laser beams exchanged. between three remote spacecraft, to detect and study low-frequency cosmic 
gravitational radiation.I1l The multiple Doppler readouts available with LISA, which incorporate 
frequency standards for measuring phase differences between the received and transmitted laser 
beams, permit simultaneous formation of several observables. 123,41 All are independent of lasers and 
frequency standard phase fluctuations, but have different couplings to gravitational waves and to 
the various LISA instrum’ental noises. Comparison of the conventional Michelson interferometer 
observable with the fully-symmetric Sagnac data-type allows unambiguous discrimination between a 
gravitational wave background and instrumental noise. The method presented here can be used to 
detect a confusion-limited gravitational wave background. 

INTRODUCTION 

The Laser Interferometer Space Antenna (LISA) is a space mission, jointly proposed by 
NASA and ESA, aimed to detect and study gravitational radiation in the millihertz fre- 
quency band. With its three spacecraft, each carrying lasers, beam splitters, photodetectors 
and drag-free proof masses on each of their two optical benches, LISA will have the ca- 
pability of measuring six time series of Doppler shifts of the one-way laser beams between 
spacecraft pairs, and six shifts between adjacent optical benches on each spacecraft. By 
linearly combining, with suitable time delays, these twelve data sets, it will be possible 
to  cancel the otherwise overwhelming phase noise of the lasers ( A v / v  N to  a level 
h -N Av/c -N This level is set by the buffeting of the drag-free proof masses inside 
each optical bench, and by the shot noise at  the  photodetector^[^]. 

LISA is expected to detect monochromatic radiation emitted by galactic binary systems. 
Particularly at low Fourier frequencies (say 0.1 - 8 mHz), however, there will be many 
galactic binaries radiating within each Fourier resolution bin[’]. These latter signals will not 
be detectable individually, forming a continuum which could be confused with instrumental 
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noise. The level of 'this stochastic background is uncertain, but  could be in the range - 
Since these galactic binary populations are virtually guaranteed, the detection of their 

signals could be the first direct detection of gravitational waves. 
For this measurement it is very desirable that  competing proof-mass and other instrumen- 

tal  noises be both characterized and calibrated before flight, and measured in the actual flight 
configuration while da t a  are being taken. In contrast to  Earth-based, equal-arm interferom- 
eter detectors of gravitational radiation, LISA will have multiple readouts, and the Doppler 
da ta  they generate can be combined differently to  give measurements not only insensitive 
to  laser phase fluctuations and optical bench motions, but also with different sensitivities to  
gravitational waves and to  the remaining system 

In this ,article we discuss two laser-and-optical-bench-noise-free combinations of the LISA 
readouts, previously denoted 5 (Sagnac) and X (Michelson), that  have very different re- 
sponses to  the gravitational wave background but comparable responses to  instrumental 
noise ~ o u r c e s [ ~ ~ ~ J .  

THE SAGNAC AND MICHELSON INTERFEROMETERS 
- 

The six Doppler beams exchanged between the LISA spacecraft imply the s$x Doppler read- 
outs yij (i, j = 1 ,2 ,3 )  recorded when each transmitted beam is mixed with the laser light 
a t  the receiving optical bench. Delay times for light travel between the spacecraft must be 
carefully accounted for when combining these data.  Six further da t a  streams, denoted xij  

(i , j  = 1,2,3), are generated internally to  monitor both lack of rigidity and laser synchro- 
nization between the independent optical benches a t  each spacecraft. The combination < 
uses all the Doppler da ta  ~ y m m e t r i c a l l y [ ~ , ~ ]  

The  comma notation indicates time-delays along the arms of the 3-spacecraft configuration 

Y32,2 Y32(t - L2) 9 (2) 

and so forth (units in which c = 1). 
The transfer functions of 5 to  instrumental noises and to  gravitational waves were cal- 

culated in references [3, 41. The resulting instrumental noise power spectrum for < is shown 
in Figure 1. Also shown there is the computed power spectrum of C, averaged over the sky 
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and elliptical polarization states, that  would result from a stochastic background originated 
by an ensemble of galactic binary systems[']. 

The laser-and optical-bench-noise-free combination, X ,  only requires four da t a  streams. 
This combination is equivalent to an (unequal arm) Michelson interferometer. Its expression 
is equal t ~ [ ~ , ~ l  

The expected instrumental noise power spectrum in X is shown in Figure 1. Also shown 
is the ,anticipated galactic binary confusion spectrum['], which would be observed in X. 
Comparison of X and [ allows the background to be discriminated from instrumental noise. 

DETECTING THE GALACTIC STOCHASTIC BACKGROUND 

The flight configuration of the three spacecraft forming LISA will be essentially equilateral, 
with L1 = L2 = L3 = L = 16.67 sec. In the frequency band of interest (0.1 - 8 mHz), the 
expressions for the Fourier transforms of the gravitational wave signals x g " ( f ) ,  p w ( f )  and 
the power spectra1 densities of the system noises in X and C, SXnoise(f) ,  S p o i s e ( f ) ,  can be 
Taylor-expanded in the dimensionless quantity f L .  The first non-zero terms are equal to  

P y f )  -N 2 (27rifL)2 [fig h(f) * f i3  - f i 2  * L(f)  . f i 2 ]  , (4) 

(5) 

1 
12 

pyf) N - ( 2 n i f ~ ) 3  [ ( k  - f i l ) ( f i l  a h(f) f i l )  + ( k  f i 2 ) ( f i 2  - K ( j )  . ii2) 

+ ( k  f i 3 ) ( f i 3  * h(f) f i g ) ]  , 
S X n o i s e ( f )  E S X p r o o f m a v s ( f )  + S X o p t i c a l p a t h ( f )  

16 [Wf)  + SI* ( f )  + S 3 ( f )  + s2* (111 ( 2 7 m 2  
-k4 [S32(f)  + S23(f) + s31(f) + S21(f)] ( 2 T f L ) 2  

+ [S32(f) + S23(f) + s3l(f) + s21(f) + s13(f) + S12(f)] > 

(6) 

(7) 
spi.e(f) [ s ~ ( f )  + S 2 ( f )  + S3( f )  + SI* (f) + S2* ( f )  + S3* (f)] ( 2 ~ f L ) ~  

where we have denoted by S X p r O O f m a S S  ( f ) ,  and S x o p t i c a l p a t h  ( f )  the aggregate contributions to 
the power spectrum of the noise in the response X from the proof mass and optical path 
noises respectively. The expressions in square brackets in Equations (4, 5) incorporate LISA 
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antenna  response^[^^^], and are of the same order of magnitude. The proof mass Doppler 
noise spectra Si ( f ) ,  Si* (f) ( i  = 1,2,3) will be designed to a nominal power spectral level[4] 
So( f )  = 2.5 x 10-48[f/lH~]-2 Hz-', while the optical path noise spectra S i j ( f )  ) ( i , j  = 
1 , 2 , 3  , i # j ) ,  which include shot noises a t  the photo detectors and beam pointing noise['], 
are expected to  be equal to  a nominal spectrum S'(f) = 1.8 x 10-37[f/lHx]2. Both these 
noise sources will be estimated before launch, but could be larger when the in-orbit da ta  will 
be taken. 

First consider the responses to the gravitational wave signal, given in Equations (4, 5). 
At f = Hz, for instance, (where 2nfL N loA1) the absolute value of the coefficient in 
front of the squared-bracket in the 5 response (Eq. 5) is about three orders of magnitudes 
smaller than the corresponding coefficient given in the expression for X (Eq. 4). The power 
spectral densities of the noises due to  the proof masses and the optical-path noise (Eqs. 6,  7) 
will only differ at  most by an order of magnitude. We conclude that  in this lower frequency 
range the LISA Sagnac response, C, can be used as a gravitational wave shield. In what 
follows we will ignore the gravitational wave background contribution to  C. 

To take quantitative advantage of this property of C, consider the observed power spectral 
densities of X and 

where in Equation (9) we have written the power spectra of the noises in 5 in terms of the 
power spectra of the noises in X and of some remaining terms that  are not present in X, 
to  emphasize commonality of some noise sources. We suppose that the noise contributed 
by any one of the proof masses and optical-path noise sources will be greater than or equal 
to  the design values, So(f) and Sl(f) respectively. From Equation (9), if the magnitude of 
the measured power spectral density of the response 5 is a t  its anticipated level S;"(f) = 
6 S ' ( ( f ) ( 2 ~ f L ) ~  + 6 S'(.f), then the level of the power spectral density of the noise entering 
into X is known. The spectrum 

S x g - ( f )  = S?'((S) - 64 S ' ( f ) ( 2 ~ f L ) ~  - 16 S ' ( f ) ( 2 ~ f L ) ~  , - (10) 

should then be attributed to  a galactic binary background of gravitational radiation. In any 
event, the RHS of Equation (10) is an upper bound to Sxgw.  

On the other hand, if the measured spectrum of 5 is above its anticipated design level, 
consider the following combination of the measured spectra 
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The coefficient of Sfbs has been chosen so that the noise terms on the right hand side are all 
now negative-definite and can thus be bounded from above by their design, or nominal, values 
So(f )  and S1(f) respectively. The result is a lower bound for observational discrimination 
of the gravitational wave background spectrum 

Equations similar to  (11) and (12) can be written for the other two interferometer combina- 
tions, Y and ZI41. In those equations, there will be different mixes of canceled and bounded 
noise sources, resulting, in general, in different gravitational wave spectrum lower bounds. 

CONCLUSIONS 

The response of the Sagnac interferometer to  a gravitational wave signal is several orders 
of magnitudes smaller than that of the Michelson interferometer. In the frequency band of 
interests (0.1 - 8) mHz, however, the Sagnac response to  the noise sources is of the same 
order of magnitude as that  of the Michelson interferometer. As a consequence of these facts 
we have shown that  it is possible to  estimate the magnitude of the noise sources affecting 
the Michelson interferometer response in the low-frequency region of the accessible band by 
using the Sagnac interferometer. This in turn allows us to  discriminate a gravitational wave 
background of galactic origin from instrumental noise affecting the Michelson interferometer 
response. 
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Questions and Answers 

ROBERT NELSON (Satellite Engineering Research Corporation): It might be appropriate to 
note that Dr. Joseph Webber of the University of Maryland passed away this past September. 
Dr. Webber founded the whole subject of experimental gravitational wave detection at  the 
University of Maryland. In addition, in the late 1940s’ he published one of the first papers on 
the notion of a population inversion concept that was the foundation for the invention of the 
maser. 

Over the last decade or so, Dr. Webber did analyses that indicate some evidence of gravitational 
wave detection by VAR detectors at the University of Maryland and in Rome which were 
correlated to observations of neutrinos that were associated with the supernova, I believe it 
was 1985. One of the things that you might consider in the future is, in light of that type of 
analysis, is to correlate your own gravitational wave measurements with other sources such as 
neutrinos which, according to theory, are produced in gravitational collapse events. 

MASSINO TINTO: Yes, I would like to add and I should have said it earlier, this particular 
instrument will work in the millihertz frequency band. So we are expecting to observe sources 
that will not be in the kilohertz frequency band where less detectors were operating. So 
supernova light is frozen and will not very likely be in this span of observations. Usually 
supernova explosions are accompanied by neutrino emissions. 

The reason for this analysis, in a sense, is really trying to assess where the sensitivity is without 
relying on other instruments. In a sense, it would corroborate your observation. So once you 
know what the sensitivity curve is, anything that is above it, you know, sort of classifies as other 
sources. 

DEMETRIOS MATSAKIS (USNO): Is there any timing requirements that you could talk about 
with this system? 

TINTO: Yes, and I am getting to that. You see, when you actually phase for the phase differences 
from these Doppler measurements, you have to take into account that the spacecraft are moving 
relative to each other and is not stationary. So at hertz, which is the frequency of the 
laser, the relative speed of 10 meters per second introduces big nodes of several megahertz. 
You have to track that bit node in your phase measurement. To do that, we rely on USOs, so 
we have a timing system aboard this spacecraft that allows us to measure the phase and then, 
on  the other hand, introduce noise. It is so noisy, and we want to remove that noise. There 
are techniques to eventually remove this noise measurement introduced by the USOs which 
are incorporated into this interferometric technique that we have. So the system is certainly 
has on-board timing systems and timing requirements. In fact, we rely on state-of-art USOs in 
order to do these measurements. We need parts in 

But I didn’t want to present all the details of the timing system on  board the spacecraft. 

MATSAKIS: It is covered in your published paper though. 

TINTO: Yes, this is published and will be in the Proceedings anyway. 

THOMAS CLARK (NASA Goddard Space Flight Center): I had looked at a similar type 
interferometer at one time, and maybe I don’t understand the measurement. If you are talking 
about the laser measuring carrier phase of the laser-if I did the calculations you are talking 
about, travel times of about 16 seconds- that means that you have to have an intrinsic oscillator 
stability at the laser frequency to something better than one sixteenth of a hertz. Probably 
more like 10 millihertz at lOI4  hertz. So that says you are expecting a laser to have an intrinsic 

or better U S 0  performances. 
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frequency stability over the Allan variance at the travel time, 16 seconds, of something like a 
part in 1Ol6. 

TINTO: No, no, we don’t need that. Even parts in 1013 you have to know accuracy of the 
uplink. The separation of the spacecraft is only 50 meters or so. If you know the uplink, then 
you can combine to six measurements in such a way as to remove the fluctuations of the laser 
to the level that you want to. 

CLARK The other question I was going to ask has to do with the background noise, which 
is a different one. I will have to think about your comment on that one. When we had 
thought about this in terms of a slightly different program, rather than the gravitational wave 
background noise, the gravity field background noise looked to me to be a serious problem. 
For instance, the gravity field changes at this interferometer location due to Venus orbiting 
around Mars are many times the effect of the signal that you are seeing. The gravity noise 
due to essentially all of the undetected and unmodeled asteroids looked to me like they would 
give so much position noise across the interferometer that gravity field could not be detectable. 
Have you thought in terms of just the solar system gravity noise? 

TINTO: I think that has been included in the Phase A report, which you will find at that Web 
site that I gave. I believe the conclusion was that that was not a problem. Also, you have 
to take into account the time scales that you are talking about. LISA will be 1,000 to 10,000 
seconds or so up to 1 second integration time. Most of the facts we’re concerned about is 
the time scale completely outside the band. It will not be affecting the performance of the 
instrument. Other things have been analyzed and found not to be significant. To get the 
details, I can point out the references. 

But I think the key point here for LISA is that you can actually synthesize an interferometer, 
which means you can remove the fluctuations of the laser. It requires a knowledge of the 
uplink. So going to your first question, if you know the uplink with an aperture of 30 meters 
or something, then you can combine these six Doppler measurements in such a way as to 
remove those fluctuations. So you need the laser at part in the 1013 or so. Even worse, if your 
knowledge of the uplink is better. 
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Abstract 

One of the important subjects in coherent-population-trapping-based (CPT-based) vapor cell 
frequency standards is  the light shift (ac Stark shift. We calculate the light shift using a 
numerical method and perturbation approximation. Experimentally, we measure light shift 
using a pair of phase-locked diode lasers as well as a frequency-modulated diode laser. There 
is good agreement between theory and experiment. A method of controlling light shift in CPT- 
based frequency standards is proposed and implemented in Agilent Laboratories. The short- 
term stability of our CPT-based rubidium vapor cell frequency standard is measured as 

1.3 x 10-I2 T-' 2 ,  which is limited by the phase noise of the reference local oscillator used. 

I. INTRODUCTION 
Since it was observed [I1 and explained theoretically,[29 31 coherent population trapping (CPT) has been 
found in many  application^.^^ - Its application in atomic frequency standards has also attracted a lot of 

In a CPT-based vapor cell atomic frequency standard, the potential elimination of the attention. 
microwave excitation [4, promises a smaller and less expensive device. However,the light shift (ac Stark 
shift) in CPT-based atomic frequency standards is of great importance. Here we present our calculations 
and experimental measurements of the light shift in a CPT-based 87Rb vapor cell frequency standard. 
Based on the calculations,we also show that the light shift in CPT-based atomic frequency standards can be 
controlled, or ultimately eliminated. 

[5, 1 1  - 131 

11. REVIEW OF THE CONCEPTS 

The light shift (ac Stark shift) is the energy level shift that originates from the interaction between the atom 
and the applied ac electromagnetic field.[I4' Fig. l(a) shows a two-energy-level atom interacting with a 
single frequency laser field with a Rabi frequency Q, and a detuning A = OL - 00. This resembles part of a 
simple optical pumping scheme used in atomic frequency standards. Since the Rabi frequency Q is usually 
much less than the spontaneous decay rate of the upper state le>, the light shift can be calculated using 
perturbation appr~ximation.['~~ 16] The perturbation approximation can be readily expanded to include the 
case involving multiple atomic energy levels and multiple laser frequency components. Alternatively, the 
light shift can be obtained using the concept of the dressed state,[I4' 17' which gives a more intuitive 
physical explanation. The energy level shift (light shift) of the lower state Ig> is given by 
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where y is the decay rate of the excited state le>. The light shift in Eq. (1) has a dispersion line shape, the 
magnitude of which decreases inversely proportional to the detuning A when the detuning is large. 

Coherent population trapping can happen in a three-energy-level atom interacting with a dual-frequency 
laser field as shown in Fig. l(b). The two transitions from Igi> to le> driven by laser frequency oLi (i = 1 ,  
2) are essential for CPT generation, so we call them CPT-generating interactions. In Fig. l(b), we 
temporarily exclude the interaction of the frequency component with frequency oL1 (aL2) and induced 
electric dipole moment between the upper state le> and the lower state Ig2> (Igl>) in order to keep the 
following analysis simple. Using the rotating wave approximation (RWA), one can write the interaction 
Hamiltonian as 

where Q1 and Q2 are the Rabi frequencies of the corresponding transitions. When the resonance condition 
A1 = A2 is approximately satisfied, coherent population trapping (CPT) occurs, Le., a specific coherence 
between the two lower states Igl> and Ig2> forms a dark state given by 

The dark state satisfies the condition 

(e/HIldark state) = 0 , (4) 

i.e., the dark state does not interact with the applied laser field. Hence,CPT lasts until the relaxation 
process between the two lower states destroys the coherence described by Eq. (3 ) .  For a given detuning, 
A=Al-A2, the probability of finding the atom in the dark state is determined by the optical Rabi frequencies 
and relaxation rate between the lower states, yg. If there is an energy level shift, due to the interaction with 
external electromagnetic fields, in one or both lower states, the difference of the shifts can be measured in 
the laser frequency difference oL1 - oL2, when the resonance condition, A-Al-A2=0 is satisfied. The 
resonance condition for CPT generation can be detected using any combination of fluorescence, 
transmission, and microwave emission (by the magnetic dipole associated with the dark state). When the 
optical signal is detected, no microwave cavity is required for implementation of the CPT-based atomic 
frequency standards. Fig. 2 shows the detected optical signals associated with the CPT-generation in a 
small 87Rb vapor cell. 
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III. LIGHT SHIFT IN CPT-BASED FREQUENCY STANDARDS 

In a practical atomic frequency standard, the choice of the lower states, e.g., the sub-states IF=E1/2, mF=O> 
in an alkaline atom's ground state, allows more transitions than the ones shown in Fig. l(b) according to 
selection rules. The frequency component with frequency oL1 (oL2) can also interact with induced electric 
dipole moment between the states le> and Igz> (Ig,>) although it is detuned from resonance. When a single 
laser with frequency modulation (FM) is used for CPT-generation, every frequency component interacts 
with the induced electric dipole moment between the states le> and Igl> and the one between the states le> 
and Ig2>. The calculation has to take all these interactions into account. Typically, all the non-CPT- 
generating interactions have large detunings and low Rabi frequencies, so that they do not affect the CPT- 
generation process significantly. Therefore, it is justified that we consider the effects of the two CPT- 
generating interactions first, and treat the non-CPT-generating interactions as the perturbations. We will 
show that these non-CPT-generating interactions dominate the contributions to the light shift of the two 
lower states, Igl> and Igzz, which are used to define the frequency standard. Based on these calculations, 
we propose a method to control or to ultimately eliminate the light shift. 

111.1 LIGHT SHIFT FROM THE CPT-GENERATING INTERACTIONS 

To calculate the effects of the two CPT-generating interactions we use the simplified system in Fig. l(b). 
The density matrix equation for this system is 

where H o  is the Hamiltonian for the internal atomic states, HI is given by Eq. (2), and f describes all the 
relaxation processes. Although the analytical solution for the steady state of this equation was given in the 
literature,'181 The perturbation 
approximation was also used to solve this equation.['31 The results showed that the light shifts of the two 
lower states are the same for the dark state (with coherence shown in Eq. (3)) and for the case where there 
is no coherence between the lower states. 

it is not trivial to interpret the physical meaning of the solution. 

Here we solve Eq. ( 5 )  for a steady state solution in a closed form without further approximations. First the 
result is used for calculating the CPT under different parameter settings. Then this closed form result is 
used for the numerical calculation of the light shift difference between the lower states Igl> and Ig2>, which 
is the physical quantity measured in a frequency standard. We find out that the light shift difference 
between the lower states is much smaller in comparison with the one obtained without considering the 
coherence in Eq. (3). Fig. 3 shows an example of the light shift difference in the dark state vs. detuning 
with 2Q1 = Q2. The result from the calculation without the presence of coherence is also shown in Fig..3 
for comparison. This small light shift is not a surprising result because the lack of the interaction between 
the dark state and the applied laser field, shown in Eq. (4), removes the light shift, at least to the lowest 
order. Therefore, we conclude that the light shift difference between the lower states from the two CPT- 
generating interactions is small enough, at least for the vapor cell type atomic frequency standards. 
However, the light shift from the non-CPT-generating interactions could be significant, and will be 
calculated in the next sub-section. 

313 



111.2 LIGHT SHIFT FROM THE NON-CPT-GENERATING INTEFUCTIONS ~ 

We start with the density matrix equation shown in Eq. ( 5 )  for the calculation of the light shift from the 
non-CPT-generating interactions. Here the interaction Hamiltonian only includes the non-CPT-generating 
interactions. Using perturbation approximations, one can eliminate the excited states in Eq. (5).[16] The 
equivalent density matrix equation for the ground states can be written as 

where the superscript G designates the operators to the ground states. Due to the existence of the non- 
CPT-generating interactions, in Eq. (6), the equivalent operators 6HG and 6f"  represent the extra 
interactions and relaxations, respectively, among all the ground states. For each laser frequency 
component with an amplitude Gj  and an angular frequency wLj , we define the generalized Rabi frequency 

Qk, anddetuning ALP as 

1 
A &, oLj - - ( E ~  - E,) (7b) 

where ( m l i  I p) is the induced electric dipole moment between the excited state Im> and ground state I p .  

Then corresponding matrix elements of operators 6HG and 6f.' are given by 

where the sum of m is for all the excited states; sums of j and k are for all the frequency components. We 
write the non-oscillating terms and oscillating terms (with a frequency on the order of hyperfine splitting) 
separately in Eq. (8) because they have different effects on the ground states. In a typical vapor cell atomic 
frequency standard, the interaction strength, which is equivalent to the Rabi frequency, for each term in 
Eq. (8a) is much smaller than the relaxation rate among the ground states. Similarly, the rate of each term 
in Eq. (8b) is much smaller than the relaxation rate among the ground states. Therefore,the most important 
effect from Eq. (8) is the light shift, which is represented by the diagonal matrix element (v16HGlv). The 
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G effect of the oscillating term in (v(6H Iv) is averaged to zero while the non-oscillating term gives the 

light shift of state I.), which is similar to the one in Eq. (1). Although some of the oscillating terms in the 

off-diagonal matrix element (vIGHGIp) can be in resonance with the transition used for frequency 
standards, their effects are still small due to the small interaction strength. 

111.3 METHODS TO CONTROL OR ELIMINATE LIGHT SHIFT 

From the above analysis, we demonstrate that one is able to control the total light shift in the CPT-based 
frequency standards by controlling the intensities and/or the frequencies of the non-CPT-generating 
frequency  component^.["^ For example, one can add one or more non-CPT-generating interactions by 
introducing extra frequency components with desired intensities and frequencies to suppress the total light 
shift in the system. When a single FM laser is used for CPT generation, it is very convenient to control the 
total light shift using the frequency modulation index. Fig. 4 shows the total light shifts vs. frequency 
modulation index with a single FM laser. The residual amplitude modulation (AM) could change the 
modulation index for zero total light shift slightly. Fig. 5 shows the light shifts vs. detuning with different 
frequency modulation indices. 

All the above light shifts in Fig. 4 and Fig. 5 are calculated in an optically thin absorption medium. In a 
practical vapor cell atomic frequency standard, the absorption in the vapor is significant. If the vapor cell 
is filled with buffer gas, the atoms are localized due to the collision with the buffer gas molecules. 
Therefore, the light shift in the vapor cell varies with the position due to the absorption of different 
frequency components. The contribution to the detected signal also varies with the position in the vapor 
cell. Furthermore,these variations depend on the input laser beam intensity due to the balance between the 
CPT-generating process and the relaxation process among the ground states. The saturation effect is 
usually small. To compare the calculation with experimental results, we have to take all these factors into 
account. The possible exception is the case where one uses an FM laser with a small modulation index. 
The dominating contribution of the light shift in this case is from the laser carrier frequency that is not 
absorbed significantly within the vapor cell. 

Iv. EXPERIMENTAL RESULTS 

We use a 87Rb vapor cell in our experimental study of the light shift in the CPT-based frequency standard. 
We use the D1-line for CPT-generation, as shown in Fig. l(c). The laser source consists of either a pair of 
phase-locked diode lasers or a single diode laser with frequency modulation at 3.4 GHz. In the case of 
using an FM laser, the f l s t  order sidebands are used for CPT-generation. The optical power ratio of these 
two sidebands is measured as IJ,, /J-ll = 1.2 for most of our measurements due to residual amplitude 
modulation. The averaged power in the rtlst order sidebands is used to estimate the frequency modulation 
index, which can readily reach 3. The laser beam is collimated and truncated just before it enters the vapor 
cell. The intensity variation across the beam is less than IO%, so that in the calculation we only consider 
the intensity variation in the vapor cell along the propagation direction of the laser beam. 

2 

Fig. 6 shows the measured light shift with a pair of phase-locked diode lasers. The laser frequencies are 
locked to the peak absorption corresponding to the excited state IF’=2>. Using the results in sub-section 

315 



III.2, we expect the positive light shift. To compare the experimental results with the calculation, the 
transmitted laser beam power is also measured to determine the absorption in the cell. By integrating the 
signal and the light shift along the absorption cell, the calculation of the total light shift is also shown in 
Fig. 6. The discrepancy between the calculation and the measurements is less than 5%. 

. 

Fig. 7 shows the measured light shifts using a single FM diode laser. We attribute the curvature of the 
light shift with a fixed modulation index to the factors discussed in sub-section III.3. It is clear from Fig. 7 
that the light shift can be reduced or eliminated in the CPT-based vapor cell frequency standard by 
choosing the proper modulation index. The measured light shift can be used in a slow servo system to 
control the modulation index dynamically. Fig. (8) shows the light shift is suppressed using such a servo 
system with an incorrect initial modulation index setting. 

We use a single FM diode laser to study the frequency stability of our CPT-based Rb vapor cell frequency 
standard. The frequency modulation index is either set or controlled to minimize the total light shift. The 
frequency stability is measured in comparison with an in-house ensemble consisting of two Agilent 507 1A 
cesium-beam frequency standards. Fig. 9 shows the measured Allan deviations. Fig. 9 also shows the 
short-term frequency stability measurement (1s I z I 4000s) using a diode laser pumped Rb vapor cell 
frequency standard (not CPT-based) as a frequency reference. In this measurement, the frequency/phase 
noise from both the CPT-based Rb frequency standard and the reference contribute to the short-term 
stability -1 .3x10-12 T-“~ and the flicker noise floor -1 .4x1O-l3. From the individual signal-to-noise 
measurements, we determine that the short-term stability is about the same for both the CPT-based Rb 
frequency standard and the reference. Removing the noise contribution from the reference, we expect the 
short-term stability to be 1 ~ 1 0 - l ~  ‘I:-”~ and the flicker noise floor at - 1 ~ l O - l ~  for the CPT-based Rb 
frequency standard. The frequency drift of our CPT-based frequency standard is shown in Fig. 10. 
Apparently there is a frequency change with a period of 24 hours in our preliminary setup, especially 
during the weekends, when the temperature control of the building works in a different mode. This 
frequency change determines the Allan deviation for ‘I: z 10,00Os,as shown in Fig. 9. 

V. CONCLUSION 
The calculation and measurement of light shift in CPT-based vapor cell frequency standards are presented. 
Our results show that the light shift could be significant. We present a general method[191 to suppress the 
light shift in CPT- based vapor cell frequency standards. We also present the short-term frequency stability 
measurement of our CPT-based rubidium vapor cell frequency standard using a single FM diode laser. By 
implementing the light shift control method, it is feasible to make a compact, moderately inexpensive CPT- 
based vapor cell frequency standard with good performance. 
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Figure 1. (a) A two-energy-level atom interacting with a single frequency laser field for calculation of light 
shift. (b) A three-energy-level atom interacting with a dual-frequency laser field for CPT-generation. (c) 
Part of the energy levels in a 87Rb atom for implementing a CPT-based frequency standard. Only two laser 
frequency components driving the CPT-generating interactions are shown explicitly. Relaxation processes 
are presented by dashed lines in (a) and (b), but are not shown in (c) explicitly. 
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Figure 2. Transmission and fluorescence signals of coherent population trapping in a 87Rb vapor cell. A 
single FM laser is used with frequency modulation index about 2.2. A solid angle of -1.2 steradian is 
covered by the photodetector for fluorescence detection. 
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Figure 3. Calculated light shifts from CPT-generating interactions. 
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Figure 4. Calculated light shifts vs. frequency modulation index. The Rabi frequencies for both CPT- 
generating interactions are 200 kHz when FM index equals to 2.45. 
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Figure 5. Calculated light shifts vs. detuning. The Rabi frequencies are 200 kHz for both CPT-generating 
interactions. 
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Figure 6. Light shifts in a CPT-based 87Rb vapor cell frequency standard using a pair of phase-locked 
diode lasers. 
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Figure 7. Light shifts in a CPT-based 87Rb vapor cell frequency standard with an FM laser. 
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Figure 8. Correction of the initial offset of frequency modulation index. 
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Figure 9. Short-term stability measurements of a CPT-based 87Rb vapor cell frequency standard. 
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Figure 10. Relative frequency drift of a CPT-based 87Rb vapor cell frequency standard. 
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Questions and Answers 

ROBERT LUTWAK (Datum): When you servo the microwave power to eliminate the light 
shift, what do you servo to? To what are you leveling that signal? 

MIA0 ZHU: Do you mean what I servo to o r  where did I do the servo? 

LUTWAK: What is the error signal that determines the TR microwave modulation as causing 
a non-zero light shift? 

ZHU: You can modulate it or have it at a low frequency and that can drive that signal from 
there. 
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Abstract 

Atomic fountain clocks are emerging as an important new technology for the realization of extremely 
precise passive atomic standards. The U.S. Naval Observatory (USNO) has undertaken a project to 
develop atomic fountains for eventual incorporation into the USNO Master Clock. 

We have recently demonstrated short-term stability of ZxIO-” at I second with white frequency behavior 
into the mid I0,’5s in our first cesium R&D device. We report on these results and hope to have 
frequency measurements relative to internal timescales at the USNO. We also discuss plans for more 
heavily engineered operational devices and their incorporation into the USNO Master Clock. 

INTRODUCTION 

The last decade has seen advances in laser cooling and trapping that have allowed the practical construction of 
atomic fountain frequency standards. These devices are now producing results at several national standards 
institutions [ 11. 

We have undertaken a program to integrate atomic fountain clocks into the timing ensemble at the USNO. The 
mission of the Observatory does not require that any of OUT standards be accurate realizations of the second, only 
that they be stable and run continuously. In support of that mission, the observatory maintains an ensemble of 
atomic clocks that consists of approximately 60 commercial cesium-beam standards and 14 hydrogen masers. 

‘ These standards are used to compute and produce several timescales, most importantly UTC(USN0). Our goal is 
to have several atomic fountain standards running with a short-term stability of 1 - ~ X I O - ’ ~ T - ’ ’ ~  and a statistical 
floor of 1 - 3 x to improve the medium- and long-term stability of the ensemble. 

Because our goal is precision rather than accuracy, we are primarily interested in minimizing fluctuations in 
systematic contributions. Also, although this fountain uses cesium, future devices will use rubidium in order to 
take advantage of the smaller cold-collision shift [2]. 

EXPERIMENTAL LAYOUT 

The physical layout of our cesium fountain is shown in Figure 1. In addition to the small optical table that houses 
the vacuum chamber, there is a larger table that houses all of the lasers, with optical fiber coupling of all light 
onto the table with the vacuum chamber. All background pressures in the vacuum chamber are below 4 x  lo-* Pa. 
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LASERS 

We collect atoms in either a magneto-optic trap (MOT) or molasses and then cool and launch them in an optical 
lattice with a ( l , l , l )  geometry. The laser light for the upward- and downward-directed laser beams originates 
with a low-power diode laser which is frequency stabilized and injection-locks a second diode laser. The 100 
mW output from this second laser separately injection-seeds two tapered amplifiers with independent frequency 
control, and also provides the detection light. The collection and launching light from the tapered amplifiers and 
the detection light are transported to the vacuum chamber with optical fibers. All of these beams have power 
servos closed around the fiber path to reduce amplitude noise at the atoms. Collection and launching beams are 
expanded to 22 mm in diameter, with up to 30 mW of power per beam. 

LAUNCHING 

The atoms are launched in two phases. The first phase applies a violent acceleration for 1.4 milliseconds with an 
average detuning from resonance of 6 MHz. A second phase follows immediately with an average detuning of 40 
MHz for 0.8 milliseconds, half the laser intensity, and a linear ramp of the intensity to zero at the end of the 
launch. We measure launch temperatures of 1.6f0.2 WK by monitoring the vertical width of the launched cloud 
when it passes the detection region both on the way up and on the way down, which allows us to remove the 
effects of initial cloud size. 

STATE SELECTION 

Immediately after launch, the atoms are pumped into the F=4 hyperfine levels with a vertical repumping beam 
tuned to the F=3 to F’=4 transition. The atoms are state-selected at the detection zone. They are exposed to a 3 
millisecond long, shaped pulse of 9.2 GHz microwaves from an axial loop antenna inside the vacuum chamber. 
This pulse transfers the F=4, mF=o atoms to the F=3, mF=O state. The remaining F=4 atoms are removed from the 
atomic sample by radiation pressure from a laser beam in the lower detection zone. 

CAVITY, SHIELDS, AND DRIFT REGION 

The microwave cavity and drift regions are temperature-stabilized to 0.1 OC and enclosed in a set of three 
magnetic shields. The shields are made from 1.6 mm thick moly permalloy (MIL-N-l4411B, “comp 1”) and have 
an axial shielding factor of 35,000, measured by observing the Rabi pedestal shift of atoms launched through the 
cavity with an known external field perturbation. Details of the construction of the shields have been provided 
previously [3]. An axial solenoid provides a 225 nT magnetic field for the cavity and free precession regions. 

DETECTION 

After making two transits of the microwave cavity the atoms return to the detection region. The upper detection 
zone monitors the F=4 population and the laser beam removes these atoms from the sample due to an imbalance 
in the radiation pressure. The radiation pressure is exerted by an imbalance in the retroreflected intensity of the 
laser and by detuning 2 MHz to the blue of resonance. The remaining F=3 atoms are then optically pumped into 
the F=4 state by a thin sheet of light tuned to the F=3 to F’=4 transition. The lower detection zone monitors the 
F=3 population by detecting these optically pumped atoms. The signals are collected, background levels are 
subtracted from each signal, and the F=4 signal is normalized by the sum of the F=3 and F=4 signals. 

We run the fountain with a total cycle time between 1.1 and 1.9 seconds. 
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RESULTS 

Data were taken for experiments involving both the clock transition and a magnetic field sensitive transition. The 
local oscillator for these experiments is an active hydrogen maser from our clock ensemble. The microwave 
frequency chain is locked to a 100 MHz output of the maser. As the maser is separated from the fountain by a 
-100 meter cable, we plan to move a maser into the same room as the atomic fountain in the near future. 

CLOCK TRANSITION 

Figure 2 shows a microwave Ramsey resonance pattern on the F=3, mF=O to F=4, mF= 0 clock transition from 
our fountain. 

We have collected stability data by iteratively jumping between the half-height points on either side of the central 
fringe. The transition probability can be easily converted to a fractional frequency stability measurement of the 
local oscillator. Figure 3 shows the Allan deviation from a typical data set. The maser is more stable than the 
fountain on all time scales for this data set. 

Because the maser is also monitored by our measurement systems, we can reference our frequency measurement 
of the maser to any other clock or average within our ensemble. This will also allow us to easily reference the 
long-term stability of our fountain to any other time scale, such as TAI or local realizations of UTC, which we 
monitor with our time transfer efforts. 

MAGNETIC FIELD SENSITIVE TRANSITION 

The fountain can also be run as a Ylop-out" experiment, in which the atoms are not state-selected prior to their 
transit of the microwave cavity, so all magnetic sublevels of the F=4 state are populated. The cavity is tuned to 
the F = 4, mF = - 1 to F = 3, mF = - 1 transition. The atoms then make the transition to the F = 3, mF = - 1 state as the 
cavity is tuned through the resonance. A stability plot generated by iteratively jumping between the half-height 
points on either side of a central fringe for this transition shows results that are consistent with a magnetic field 
fluctuation of less than 2 pT over -lo5 seconds. This corresponds to a systematic fluctuation of -5  x 10-I8 on the 
field-insensitive clock transition. Figure 4 shows the Allan deviation on the field-sensitive transition. 

During these experiments the MOT coils were turned off only for the launch and state selection phases, a duration 
of -50 ms, in order to minimize the magnetic field fluctuations from shield relaxation. 

SYSTEMATIC FLUCTUATIONS 

The magnetic field fluctuations measured on the m,= - 1 transition correspond to a field fluctuation in the lab of 
-50 nT, consistent with the expected variation in the earth's field. At this level these fluctuations would 
contribute less than 5 x lo-'* to our systematic floor, and the system could tolerate fluctuations several times 
larger, without the need for active cancellation of the external field. This would still be an acceptably small 
contribution to our systematic floor. 

Temperature fluctuations contribute via the blackbody shift and the temperature-dependent cavity shift. 
Fluctuations of the cavity and drift region have been limited to 0.1 "C, which limit the combined systematic 
fluctuation below 5 x 
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OPERATIONAL POSSIBILITIES 

We are considering several possible ways of running our fountain as a continuous clock. The first is to directly 
steer a high quality quartz crystal. The short-term stability of our best crystal will require us to close our steering 
control loop in 2 to 4 seconds. The steering interval also sets the time scale over which the fountain can be 
allowed to not steer the local oscillator. 

We are planning on using a different method of producing a steered, continuous output that employs an active 
hydrogen maser as a local oscillator. This would allow a steering time of roughly 1 hour for the class of masers at 
our disposal. The steered output would be monitored by our local measurement systems and would be introduced 
into our timescales in an identical manner to all other classes of clocks at the USNO. We anticipate that with our 
expected fountain performance and the measured drift rates of the masers in our ensemble, that the fountain 
should be steering out the maser drift starting at 1 to 20 days. The longer steering interval greatly reduces the 
stress on the operating duty cycle of the underlying atomic fountain at the addition of considerable cost for the 
maser and steering generator. In addition, the medium-term stability of the unsteered maser is much better than 
that of an unsteered crystal. 

It is our intention to build one more research device with rubidium atoms and to then produce up to five atomic 
fountains for operational use at the USNO and our alternate master clock facility in Colorado. We will use 
rubidium-based devices due to the dramatically smaller cold collision frequency shift [2]. 

CONCLUSIONS 

In conclusion, we have observed reasonably high signal-to-noise microwave fringes in our atomic fountain with a 
preIiminary stability of 2.0 x T-”* relative to an active hydrogen maser from our clock ensemble, meeting our 
short-term stability goal. 

We have measured the magnetic field fluctuation contribution to our systematic floor and estimated the 
contributions from temperature fluctuations. These appear to be consistent with meeting our systematic floor goal 
of 1 -3~10- ’~ .  

We have also outlined potential strategies for moving this class of device into continuous operation at the USNO. 
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Questions and Answers 

ROBERT TJOELKER (JPL): I have one on that Allan variance performance curve you showed. 
There was a small perturbation from the longer time frames. Do you have any indication what 
made the times that way? 

THOMAS SWANSON: At this point, we think that was environmental in the lab. At the time 
we were taking this, we had some issues with temperature stabilization. There were components 
that were not well insulated and some issues with the temperature in the labs from air handler 
system. 

TJOELKER: Was it temperature sensitivity to some of the electronics? 

SWANSON: We think so. We are still looking at that, but there are some things that we have 
corrected and some things still to be addressed. 
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Abstract 

A high-performance frequency distribution system which includes two key technologies, the Stabi- 
lized Fiber-optic Distribution Assembly (SFODA) and the Compensated Sapphire OsciUutor (CSO), 
has been developed to provide state-of-the-art frequency reference in the NASA Deep Space Network 
(DSN). This frequency distribution system was developed to enable sensitive gravity wave searches 
and occultation experiments between earth-based antennas in the DSN and the Cassini spacecraft. 
The experiments, to be conducted at  S, X, and Ka band, require the highest possibkfrequency stability 
over observation times from 1 second to 1 day. The DSNfrequency and timing subsystem generates 
and distributes coherent signals to multiple antennas up to 30 km away. The SFODA measures and 
compensates for distribution-related phase perturbations, and the CSO provides short-term stability 
cleanup and low phase noise a t  the antenna. 

This paper provides an  overview and update of the end-to-end performance frequency and timing 
subsystem. Focus is given to the final SFODA design and test results using a 16-km optical fiber 
under controZled test conditions. Test data show a factor of 1000 improvement in long-term stability 
when the active phase compensator is used, thus enabling degradation-free distribution from the 
highest performing atomic frequency standards. Recent measurements between two CSO standards 
are also presented. 

INTRODUCTION 

A series of ambitious radio science experiments are planned between the NASA Deep Space Network(DSN) 
and the Cassini spacecraft both in the spacecraft cruise phase and when in orbit around Saturn [l]. For 
maximum sensitivity these experiments, which include gravity wave searches on a two-way Ka band Doppler 
link and one-way occultation experiments with the spacecraft ultra-stable oscillator, require the highest 
stability frequency references and distribution available. In the DSN, the source of the frequency reference 
signal is typically a hydrogen maser or a mercury Linear Ion Trap Frequency Standard (LITS) [2]. Although 
the atomic frequency standards operate in an environmentally controlled room at the Signal Processing 
Center (SPC) the low-noise, high-stability signals are needed at the spacecraft tracking antennas,which may 
be thousands of meters from the frequency standard. Frequency distribution systems which carry signals to 
the antennas can be subject to temperature extremes, electromagnetic and radio frequency interference, and 
vibration. The distribution challenge is to preserve atomic frequency standard long-term stability to all 
antennas and, for the case of the Cassini occultation experiments, improve close in phase noise. 
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NEED FOR FIBER STABILIZATION 
For antennas located near the Signal Processing Center (SPC) the reference frequency stability is distributed 
through a special optical fiber with a low thermal coefficient of delay (LTCD). The thermal coefficient of 
delay is typically less than 1 ppm/"C for temperatures below 35"C, and near 0.1 ppm/"C over the range 10°C 
to 25". This cable is not suitable for direct burial applications and its cost limits implementation to antennas 
close to the SPC. Remote antennas, up to 30 km from the central SPC, are serviced by direct burial fiber 
optic cables. Since the remote antennas are not equipped with the LTCD fiber, they do not meet the very 
stringent radio science stability requirements. The 34meter antenna DSS-25, selected for Ka band support of 
the Cassini radio science mission, is 16 km from the centrai SPC. The thermal coefficient of the distribution 
optical fiber is approximately 7 ppm/"C and exposed to a number of temperature variations. 

The ground temperature profile at the California DSN site is shown in Figure 2 131. These ground 
temperature profiles were measured with thermocouples at depths of 2 feet, 3 feet, 4 feet, 5 feet, and 6 feet 
between the months of January and June. The line in Figure 2 with the larger variations from day to day is 
the surface temperature averaged over a 24-hour period. The existing fiber-optic cable from the SPC to DSS- 
25 is buried at a depth of approximately 1.5 meters. At this depth the fiber is sufficiently insulated from 
short-term and daily thermal perturbations. Unfortunately, regions of the fiber are exposed along the 16-km 
path. There are 4 access vaults, each of which hold approximately 10 m of coiled cable. These vaults have 
steel covers and are exposed to large air temperature variations, as great as 50" C peak-to-peak. 
Additionally, the fiber cables pass through an air plenum at the SPC, the plenum at the remote station, and 
the antenna pedestal at DSS-25. Temperature cycling in the air plenums and pedestal varies and has been 
observed to be as great as 2" C peak-to-peak with varying periods, typically in the 2000-to 4000-second 
range. All of these factors can contribute to phase delay variations measured at the user end of the 
distribution system. Figure 3 shows the measured Allan deviation of the distribution at antenna DSS-25 when 
the phase delays are uncompensated. 

FREQUENCY REFERENCE SYSTEM 
Early prototype development of the two key technologies, the Stabilized Fiber Optic Distribution Assembly 
(SFODA) and the Compensated Sapphire Oscillator (CSO) have been previously discussed [4]. Figure 1 
shows the block diagram of the reference frequency distribution system to the remote Beam Wave Guide 
(BWG) antenna, DSS-25. The driving force for the development of the SFODA was temperature-induced 
phase delay variations in optical distribution links. The design of the actively stabilized reference frequency 
distribution system is based on optical closed-loop feedback. A reference frequency signal at 1 GHz is 
transmitted over the fiber link and the SFODA utilizes active feedback with a temperature-compensating 
fiber-optic reel to compensate for thermally induced phase variations over the 16-km fiber cable. The optical 
transmitter is a commercial, single-mode distributed feedback laser diode with an integral optical isolator. 
The companion optical receiver with a phaselock loop and distribution amplifiers are located at the remote 
antenna. The distribution can deliver 100 MHz or 1 GHz to steer the CSO or to supply other users as needed. 
The CSO and SFODA receiver are both located in a special environmentally controlled building near the 
base of the antenna DSS-25. The temperature within this building is controlled to -t50 millidegrees C. 

% 

The planetary occultation and gravity wave radio science measurements place stability requirements on the 
frequency distribution system of 1.5 x between 1000 and 3600 second averaging times. The short-term 
stability requirement is 3 x at 1 second. The SFODA has sufficient signal-tonoise to preserve atomic 
frequency standard stability at distances up to 30 km,providing the long-term stability to meet Cassini 
sensitivity goals for gravity wave detection. The SFODA short-term stability is approximately 1.5 x at 
one second, which falls short of the frequency reference requirements for occultation measurements. These 
occultation experiments measure phase and amplitude fluctuations of the S, X, and Ka band carriers resulting 
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from transit through intervening media, such as the rings of Saturn or the atmosphere of Titan. For these 
measurements the CSO is phase-locked to the 100 MHz SFODA output providing a short-term reference 
stability of 3 x from 1 second to 100 seconds. The CSO was developed to provide practical, continuous 
operation for a year at a time using a closed-cycle refrigerator [5]. If desired, the CSO can also serve as a 
local oscillator to achieve the highest performance possible with passive atomic frequency standards [6]. 

STABILIZED FIBER-OPTIC DISTRIBUTION ASSEMBLY 
The atomic frequency standard located at the SPC is used as the source of a highly stable signal, typically 
100 MHz, and distributed to users of the Deep Space Network tracking stations. Local distribution (internal 
to the SPC) of these stable signals is through high-quality coaxial cables. Reference frequencies to nearby 
34m and 70m antennas are distributed via fiber-optic links utilizing the LTCD fiber previously discussed. 
For the remote antenna locations, direct burial optical fiber is the preferred medium of distribution. Optical 
fibers offer the advantages of low loss, EMI/RFI immunity, and broad bandwidth. 

A detailed block diagram of the SFODA is shown in Figure 4. The SFODA utilizes active feedback and a 
thermally controlled reel of fiber to offset the thermal variations in the 16-km fiber cable between the 
stations. The major components at the SPC are the power supply , master controller, a bipolar power supply 
to both heat and cool the compensating reel, and the compensating reel. The electronics package in the 
master controller is mounted on a thermally controlled plate. The signal input to the master controller is 100 
MHz from the on-line frequency standard. This signal is split and multiplied to 1 GHz for transmission over 
the fiber link. The X10 multiplier is a phase-locked cavity oscillator with low phase noise. The second 
output of the splitter is used as a reference to a phase detector, which produces the phase error signal. The 
reference signal modulates the 1310-nm laser diode with the 1-GHz carrier. The optical output utilizes an 
optical isolator and an optical circulator, allowing two-way transmission on a single-channel fiber. The 
channel fiber, one of a 96-fiber cable, is standard SMF 28, single mode with a temperature coefficient of 
delay of 7 ppm/"C. 

At the remote antenna site, the optical signal goes into a receiver where the 1 GHz modulation is detected 
and amplified for distribution. The 1-GHz signal phase-locks a 100 MHz low-noise voltage-controlled 
oscillator (VCO). The output of the 100 MHz VCO is coherent with the signal from the on-line frequency 
standard and is available for distribution. The CSO, when steered to the 100-MHz input provides the 
required short-term stability at the antenna. 

Figure 5 illustrates the Allan deviation achieved with the SFODA and Figure 6 shows the system stability 
performance with and without compensation while in a environmental chamber programmed to generate 1 "C 
temperature swings once every 24 hours. Tests in the laboratory as well as preliminary in-situ tests indicate a 
factor of 1000 improvement in the long-term stability of the reference frequency distribution over a distance 
of 16 km. 

COMPENSATED SAPPHIRE OSCILLATOR 
Cryogenic oscillators operating below about 10K offer the highest possible short-term stability of any 
frequency sources. However, their use has so far been restricted to research environments due to the limited 
operating periods associated with liquid helium consumption. The Compensated Sapphire Oscillator (CSO) 
has been developed for ultra-high short-term stability and low phase noise [5,6]. With cooling provided by a 
commercial cryocooler instead of liquid helium, this standard is designed to operate continuously for periods 
of a year or more. 

This development was enabled in part by a new generation of two-stage Giffard-McMahon cryocoolers, 
which allow operation at temperatures down to 4.2K. Previously, such temperatures could only be achieved 
by the use of an additional Joule-Thompson expansion stage, with increased complication and cost, and with 
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reduced reliability. Any cryocooler generates vibration which, if coupled to a high-Q electromagnetic 
resonator will degrade frequency stability. Sufficient vibration isolation is accomplished by using turbulent 
convection in a gravitationally stratified helium gas. 

Cryogenic standards have used both superconducting and sapphire resonators to achieve the Q> lo9 required 
for l ~ l O - ’ ~  frequency stability. Superconducting resonator Q’ s degrade to unacceptable values above about 
2K. Q’s of a billion have been previously measured in whispering gallery sapphire resonators at 
temperatures up to 10K. However, the temperature sensitivity of sapphire resonators is so large that high 
stability can only be attained near a preferred turnover temperature where the slope of frequency versus 
temperature approaches zero. The actual value of the turnover for any given resonator depends on the 
concentration of incidental paramagnetic impurities, as well as the properties of the electromagnetic mode 
that is being excited. The CSO resonator design compensates the frequency variation of a whispering-gallery 
sapphire resonator by means of a thermally attached ruby element. The high chromium concentration in the 
ruby provides a means for adjustable external compensation by varying its position with respect to the 
sapphire element. With this ruby element, sapphire turnover temperatures are raised from typical as-supplied 
values of 5-6K to a reproducible 8-10Karesulting in a practical continuously operating standard at the 
level. 

The CSO provides low phase noise at 10 GHz and continuous operation for up t6 1 year. Phase noise tests 
between two independent CSO’s (Figure 7) show a 24-28 dB improvement over hydrogen masers in the 
frequency range of 1 Hz to 40 Hz. Figure 7 also shows some harmonics of the 2.442 refrigerator cycle 
which were previously masked by maser noise. Figure 8 shows a direct high stability measurement against a 
hydrogen maser of 2.5 E-15 between 300 and 600 seconds. Also shown is direct pair data between two 
CSO’s. Currently three CSOs are operational. A total of four will reside in the DSN, one at each complex 
(Goldstone, California USA; Madrid, Spain; and Canberra, Australia) to act as low noise reference for the 
antennas close to the Signal Processing Centers. A fourth will operate at the end of the SFODA distribution 
link (Figure 1) at the remote antenna DSS-25 to clean up the limiting phase noise and short-term stability of 
the atomic standard distribution link. 

CONCLUSIONS 

Stability measurements indicate that the 100-MHz reference frequency signal for radio science experiments 
meets or exceeds needed performance. This will enable a new generation of low frequency gravity wave 
searches using a two-way Ka-band Doppler link between the NASA Deep Space Network and the Cassini 
Spacecraft. Environmental temperature effects on the distribution fiber to the DSN Ka-band antenna, DSS- 
15, have been reduced by measuring and actively stabilizing the 16-km optical fiber link. Short-term stability 
and phase noise requirements are met by use of a continuously operating Compensated Sapphire Oscillator. 

Presently, two SFODAs are operational in the Deep Space Network at Goldstone, California. One is 
operating between the SPC and DSS 25 to support the Cassini Radio Science experiments and the second 
installed between the SPC and DSS 13, a distance of 28 km, also in support of Cassini-related experiments to 
calibrate the effect of the Earth’s troposphere. Two CSOs are in preparation for delivery to Goldstone,which 
will take place upon completion of the environmental facility at DSS 25 in February 2001. 
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Abstract 

We report the development of a multi-purpose, automated, and continuously operating Time 
Analyzer to measure and monitor distributed 1 pps reference signals in the NASA Deep Space 
Network (DSN). The instrument reports the performance of each 1 pps signal relative to the station 
master clock and displays time offset and jitter (standard deviation) data for each measurement. The 
long-term stability of the primary and backup frequency standards are also monitored by measuring 
time ofiet data and analyzing over a 24-hour period. The instrument output includes alarms that 
alert the station operator of anomalies or an  out-of-specification condition. All monitor and user 
displays are developed with Labview and use the LlNUX operating system. 

INTRODUCTION 

NASA/JPL operates the Deep Space Network (DSN), a network of sensitive antennas that 
support interplanetary spacecraft missions and radio and radar astronomy observations. These 
antennas are located at three sites near Goldstone, California; Madrid, Spain; and Tidbinbilla, 
Australia. Time offsets between each station are measured against UTC using traditional GPS 
common-view techniques. 

Each station operates an independent Frequency and Timing Subsystem (FTS) [ 11 and distributes 
timing signals to approximately 100 users. Since time users are scattered over several antennas 
up to 30 km away from the station master clock, distribution delays due to cable lengths must be 
accounted for. These delays are typically measured during initial installation,but there presently is 
no monitoring of the residual time offset or stability of the delivered signal. Consequently timing 
quality can be inadvertently compromised either by human error or equipment anomalies. The 
Time Analyzer instrument design described here measures time offsets and jitter of the timing 
output of more than 120 timing users and alerts the DSN operator of any anomalies or out of 
specification condition. The analyzer also tracks the long-term drift of primary and backup 
frequency standards and provides a generic test capability for any 1 pps signal. The analyzer 
provides station operators a snapshot view of the entire timing system integrity and performance. 
The instrument is networked to allow longiterm data archiving or post-processing by DSN time 
analysts. 
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DEEP SPACE NETWORK FREQUENCY AND TIMING SUB- 
SYSTEM 

The primary components of the ‘FTS are multiple frequency standards, reference frequency 
synthesis and distribution, and master clock and time distribution. GPS time transfer is used for 
time synchronization and frequency syntonization between complexes. 

The complement of frequency standards presently consists of four atomic clocks (Fig l), two 
Hydrogen Masers, one Mercury Linear Ion Trap Standard (LITS), and one commercial ceslum- 
beam standard. Each standard provides stable output frequencies at 0.1, 1, 5,10, and 100 MHz 
with 140 dB isolation between channels. The four frequency standards are connected to the 
Coherent Reference Generator (CRG) for distribution (Fig 2). Relay switches select one of the 
frequency standard inputs to feed the driver amplifiers in the CRG. The output signals from the 
driver amplifiers are applied to frequency synthesizers for conversion and to further distribution 
amplification. There are 256 output ports provided to users with available frequencies at 0.1, 1, 
5,  10, 10.1, 45, 50, 55, and 100 MHz. TO minimize crosstalk the output signals have a 100 dB 
reverse isolation between them. One of the 5 MHz output ports from the CRG is sent to the 
Master Clock and Timing system to provide synchronized and very stable time. 

The timing system consists of a triple redundant Master Clock (MCA), Time Insertion and 
Distribution Assembly (TID), and multiple Time Code Translators (TCTs) (Figure 3). The three 
time-code generators in the master clock are synchronized and driven by the single, online 
frequency standard. All three generators are voted on by majority vote logic that selects a 
minimum of two within limits as the correct time of day and pulse timing. The TID is a 
distribution assembly that generates a modified WIG-G code for distribution to all the TCT’s in 
the complex. The number of individually addressable TCTs is limited to 100 by the number of 
output ports. The distribution time code from the TIDS’s contains real time (Universal Time 
Code or UTC) and Simulation (SIM) Time. The SIM time is used primarily for testing, training, 
or software exercises. 

Time Code Translators (TCT) translate the TID time code and provide outputs to users in a 
variety of formats. The Master Clock provides the 5 MHz distribution,which originates from the 
online frequency standard. The TCT’s provide timing pulses at 1 pps, 10 pps, 100 pps, and 1000 
pps, time code on an RS-232 formatsand a 1 pps monitor output. This 1 pps port is used by the 
time analyzer to measure time offset and jitter performance with respect to the master clock. 

METHOD OF MONITORING TIME DISTRIBUTION 
Presently, most of the 1 pps TCT monitor signals are routed back to a patch panel near the master 
clock. The patch panel contains over one hundred 1 pps signals from individual TCTs distributing 
time from the master clock, plus ten more ports for TCT’s free running from distinct 5 MHz 
inputs from each frequency standard. 

A small sample of the TCT’s are manually measured daily by a technician who connects one TCT 
output, along with the Master Clock output, to a HP5370B Universal Time Interval Counter. The 
counter measures the start and stop time between the sampled TCT and the Master Clock. The 
samples are measured over a 100-second period to allow sufficient averaging to measure the 
timing jitter (typically 1- 2 ns level). All frequency standards are sampled in a similar manner 
providing a single data point to characterize time offset from the master clock. 
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The current monitoring method leaves most TCT’s unmonitored. As a result, performance data are 
typically not available and the station operations must rely upon the timing user to detect any 
failure or out of specification condition. The Time Analyzer was developed to address these 
operational shortcomings. 

TIME ANALYZER SYSTEM DESIGN 
The Time Analyzer System (Figure 4) was designed for continuous, autonomous, monitoring of 
TCT performance and does not interfere with timing system functionality. The Time Analyzer 
program is written in Labview and is executed on a standard rack. mount computer with LINUX 
operating system. 

The instrument interfaces to the existing patch panel and multiplexes the 1 pps signals from 
individual TCT’s to an HP E1420B Time-Interval Counter. The second 1 pps signal for the 
counter comes from the master clock. The counter, switching multiplexers, and the controller to 
run the measurement process all reside in a standard VXI card cage. The Time Analyzer samples 
each TCT by switching through the HP E1472/3 multiplexer modules. 

Long-distance monitoring of remote TCTs is done through an RS-232 interface transmitted 
through fiber-optic line and converted to IEEE 488 standard at the receiver. A second, remotely 
located VXI card cage and command module controls the multiplexing of the remote TCTs. The 
multiplexed 1 pps signals at the remote site are routed back to the local time analyzer through a 
single fiber-optic link. To verify switching of the local and remote Multiplexer cards the 
command module switches to a time delayed reference signal between sampling. The delay 
signal at the local Time Analyzer is supplied by the master clock and by a custom-built time-delay 
circuit at the remote site. The switching is done between TCT sampling and is designed to give 
the operator confidence in the reliability of the sampled data. 

TIME ANALYZER USER INTERFACE AND DISPLAYS 
Front Panel 

The primary program display “front panel” is shown in Figure 5. When the Time Analyzer Icon 
in the desk top is clicked the Time Analyzer begins executing using two default files. The two 
files provide information on TCTs and time standards to the program. The two buttons below the 
STOP button bring up editing windows. Using these editing windows, a TCT or standard can be 
removed or added to the program, the time offset can be adjusted, the location of the TCT or 
standard can be entered or changed, and the name of a time standard can be entered. The time 
offset in the data compensates for cable delay required to carry the one-pulse-per-second signal 
to the Time Analyzer Subsystem rack. 

Below these buttons on the front panel is the STATUS light. This light will turn from green to 
orange to indicate a high level time analyzer alarm. There are three sources of errors: a TCT 
mean or standard deviation value outside the allowable range, an active time standard with no 
signal, and a mux error. The alarms are reported to station operators by the Status Summary 
Display Subsystem through an isolated relay switch closure. The switch is closed when one or 
more errors are active. Removal of all error conditions is required to return the light and the error 
status to the non-error (green) state. 
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The MUX STATUS light to the right, below the STATUS light, indicates 8 multiplexer error. 
After 100 measurements of the next TCT and after all time standards are measured, the 
multiplexer is switched to channel 111. There should be no signal on this channel. Data 
acquisition is then attempted. If the acquisition is successful (a signal is detected on the channel), 
the multiplexer is not functioning properly and an error will result. If the multiplexer does not 
switch from this channel, when the next TCT is to be measured, that TCT will flag an error. The 
two lights below the DATASET and MUX STATUS lights indicate whether a TCT or a standard 
is being measured at any point in time. 

The histogram to the right of the lights and buttons discussed above indicates the time differences 
between all TCT’s and the master clock. Each “bin” is 10 nanoseconds wide. The 21 bins in the 
center represent time differences from -105 nanoseconds to +lo5 nanoseconds. The two bins on 
either side of the center set of bins indicate time differences too large to fit into the center set. 
For these bins, the indicators are orange rather than blue. The height of each indicator displays 
the number of TCTs having time differences that fall within that bin’s range. 

The number matrix to the right of the histogram indicates the status of all local TCTs. The 
background color behind each TCT number is light blue when the TCT is not active. Green 
indicates that the TCT is present and no error has been detected. The background turns to orange 
when the TCT’s time difference mean or standard deviation falls outside the acceptable range, 
Clicking directly on a TCT number will cause a detailed status window for that TCT to open. 
The window displays a histogram representing 100 one-second measurements to determine the 
mean offset and standard deviation (jitter) for that individual TCT. This feature allows the time 
analyzer user to override the default chronological TCT measurement sequence. 

To the left of the main TCT status matrix, at the bottom of the front panel, is a second TCT 
matrix. This matrix provides the same functions as the local TCT matrix, for the remote TCTs. 
The location of the TCTs have no effect on the behavior of the program other than the size of the 
time offset required in the TCT data file. 

Between the remote TCT status matrix and the histogram are a set of indicators that display 
information on the TCT currently being measured. Data displayed include the location (local or 
remote) and number of the TCT, the subsystem and rack where the TCT is located, the active 
measurement number (0 to 99), and the value of the previous measurement. When the last 
measurement is made, this set of measurements is used to calculate the mean and standard 
deviation for that TCT. Those values are then checked against the limits to determine whether or 
not an error has occurred. 

The frequency standard display is in the lower left corner. At the far left is a set of lights that 
display the time standard status. When the time signal is present and the channel is active, the 
light is green. The light is light blue when the channel is not active (the time standard name field 
is blank). The light is orange when the one-pulse-per-second signal is not present on an active 
channel. Standard names are shown in the next column. If the standard name is blank, the 
channel is not active. The next column shows the mean of the previous 100 measurements. 
Since 100 TCT measurements are made between frequency standard measurements, the mean 
value will remain at zero for the first 4 hours and 10 minutes after the program is started. The 
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mean is not recorded in the log but the individual measurements of the dataset used to calculate 
the mean are saved in the log. The next column shows the measured diift per day of the 
frequency standards. The values in this column represent the difference between the current 
mean time offset reading and the mean time offset reading acquired 24 hours previous. This 
value is updated every 3 hours and is not recorded in the log. The final column in this area is a 
column of buttons. Clicking on a button will bring up the frequency standard detail window 
showing a histogram of the measurements that were used to calculate the mean value. The 
window functions in the same way as the TCT detailed window described above. 

TCT Assignment List Window 

The first column of the TCT Assignment List Window (Figure 6a) begins with an “L” or an “R’ 
indicating whether the TCT is local or remote respectively. The location letter is followed by the 
TCT number. The next column is used to identify the subsystem to which the-TCT is attached. If 
this parameter is blank, the TCT will be inactive and the background color for the status matrix in 
the front panel will be light blue. The next column is used to indicate the TCT location. The final 
column sets the time offset required for that TCT. This value should be the time required for the 
one-pulse-per-second signal to travel from the TCT to the Time Analyzer subsystem. Once set, 
this parameter should only require change when the TCT is moved. 

Standard Assignment List Window 

The Standard Assignment List Window is shown in Figure 6b. This window is similar to the TCT 
Assignment List Window, except that there is no index. Here, the first column is the standard 
name. If the name is blank, the channel is skipped during the measurement process. The second 
and third columns identify the location of each standard. As in the TCT Assignment List 
Window, the final column holds a time offset which should correspond to the time required for 
the one-pulse-per-second signal to travel to the Time Analyzer Subsystem. 

TCT Detail Window 

The TCT Detail Window (Figure 7a) appears when the user clicks on one of the TCT numbers in 
the local or remote TCT matrix on the front panel. The window overlays part of the front panel, 
but does not affect measurements being made by the Time Analyzer Subsystem,except as 
described below. 

Indicators at the top of the window show the TCT number, Subsystem, and Rack for the selected 
TCT. The histogram in the center of the window functions in the same way as the histogram on 
the front panel. Here, however, the values being displayed represent the measurement to 
measurement jitter. Two indicators below the histogram display the precise mean and standard 
deviation values for the TCT. 

Two buttons are displayed at the bottom of the window. Clicking the CONTINUE button will 
close the window. Clicking on the NEW ACQUIRE button forces the Time Analyzer Subsystem 
to sample the selected TCT as the next TCT in sequence. If a TCT is being sampled when the 
button is clicked, that set of samples is finished, the time standards are measured, and the 
selected TCT is sampled. When the sampling of the selected TCT starts, two more indicators 
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appear in the TCT Detail Window as shown in Figure 7b. The upper of the two new indicators 
displays the measurement count (from 0 to 99). The Power indicator displays the measurement 
values as measurements are made. In addition, the histogram registers each measurement in real 
time as it is made. When the measurement set is complete, the mean and standard deviation are 
re-calculated and the new values are displayed in the window, The TCT number and values are 
stored in the log, indicating out-of-sequence measurements. The time standards are read again 
before returning to the normal TCT sequence. 

Frequency Standard Detail Window 

Clicking on one of the buttons on the right of the frequency standard data display on the front 
panel will bring up a frequency standard detail window, as shown in Figure 7c. This window 
functions in the same way as the TCT detail window described above. The only difference, 
besides the source of the measurements, is that the frequency standard name appears in an 
indicator at the top of the window. 

The histogram in the detail window reflects the previous 100 timedifference measurements of the 
selected frequency standard. The range of time differences covered by the time standard 
histogram is -10.5 microseconds to +10.5 microseconds. Each bin covers 1 microsecond. This 
dataset displayed in the histogram represents a time history of 4 hours and 10 minutes. Clicking 
on the NEW ACQUIRE button will cause the Time Analyzer VI to acquire a set of time measure- 
ments of the selected standard in the same way that TCT datasets are acquired, in 100 seconds. 
As with the TCT Detail Window, two new indicators appear when the measurement process 
begins. These new indicators show the measurement number and the previous measurement 
value. The mean and standard deviation are recalculated and the new values are displayed when 
the new dataset is complete. Data from the acquisition are stored in the log in the same way as 
TCT data. 

CONCLUSION 
We described the development of a multi-purpose, automated, and continuously operating time 
analyzer to measure and monitor distributed 1 pps signals in the NASA Deep Space Network. 
The instrument consists of a Labview based user interface on a LINUX OS and performs three 
major functions needed for operation of the DSN Frequency and Timing Subsystem. 
I) Performance tests and monitor of timing offsets and jitter of 1 pps timing outputs of 120 

TCT’s relative to the station master clock. Time offset data from each TCT is summarized in 
histogram form. Additional test channels to monitor 1 pps from any other source (e.g.,the 
GPS time sync receivers) against the master clock are also provided 

2) Captures any anomalies and alerts station operators in event of performance or operational 
failure and archives timing configuration, station performance, and status. 

3) Provides monitor of frequency offsets and long-term stability of backup frequency standards 
with respect to the online frequency .standard (which drives the master clock). Time and 
frequency offset data between online and backup frequency standards are analyzed over a 
24-period and displayed numerically. 

The user interface is designed to provide a high level summary of the entire timing system 
performance and to alert station operations in the event of an anomaly. Raw data are fully archived 
and network accessible if detailed analysis is warranted. 
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Figure 5. Time Analyzer Front Panel. The upper left shows summary alarm conditions to 
station operators. The right half displays individual TCT status and a summary histogram 
capturing synchronization of all TCT’s to the master clock. The lower left provides a user 
configurable window for monitoring frequency standards and other 1 pps tests. 
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Figure 7:  Time offset and jitter detail display windows. 
a) b) for individual TCT, c) for frequency standards or 1 pps test input. 
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atomic time scales maintained at the OP, the NIST, the PTB, and the USNO. 
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Abstract 

Quartzlock is engaged in research to improve the generation, measurement, and distribution of 
accurate frequency sources that are stable with environmental changes. The elements in this progress 
report are both active and passive masers, quartz frequency standards, measurement systems, 
GPSlGlonass receiver, GPS CVTT, and rubidium standards. Space-qualijied passive hydrogen 
masers and rubidium oscillators are considered. A new measurement system is detailed and the$rst 
noise floor results are reported. 

ACTIVE AND PASSIVE MASERS, GPS-GLONASS, AND GPS 
CVTT 

NIST-traceable measurements have been made of a passive hydrogen maser with GPS, rubidium, 
and other elements for a new primary reference clock being developed with European Union 
assistance. 

IEM Kvarz provided an ensemble of active hydrogen masers to measure the GPS carrier-phase 
tracking RX performance of 5 ~ 1 0 - l ~  over 3 to 33 days. This figure was confirmed at PTB. The 
active maser performance has been significantly improved at 1 day to 3z10-16 for drift after 1 
year of operation ( 5 ~ 1 0 - ' ~  in the first month). 

The H masers used as a reference are CH1-75's. Results include the CH1-75 active hydrogen 
maser frequency stability measurement, which has an automatic cavity frequency control (ACFC) 
system. Two ACFC systems were investigated. The first system was non-autonomous, because 
another hydrogen maser was required for its operation; the second system was autonomous. 
The atom line quality modulation method was used in both systems. 

The ACFC system is based on measurement of the frequency difference of masers at two 
atom-line quality values by means of a frequency comparator and a reversible counter and 
cavity frequency control versus the value and sign of this difference. In the non-autonomous 
system, a cavity autotuning was produced by cycles with a 2300-s duration (a count time of 
the reversible counter in one direction was 1000 s); atom-line quality was changed by beam 
intensity. 
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10 s was used. The modulation was performed by introduction of an inhomogeneous magnetic 
field into the storage bulb. The tuning was performed by cycles with 25-s duration (the count 
time of reversible counter was 10 s). An additional digital filter (the second reversible counter) 
was introduced after the first reversible counter. 

The experimental frequency stability of the hydrogen maser with autonomous ACFC was 5~10-l~ 
per day. Using a more stable crystal oscillator having a frequency stability of 1.5~10-'~ at 1 s to 
10 s will improve maser frequency stability approximately by 3 times and using a microprocessor 
or a personal computer as a digital filter improves dynamic performance of the ACFC loop. 

The Autonomous Autotune (AAT) system employed enables close to Cavity Autotune (CAT) 
performance with two active hydrogen masers, which achieve Allan variances of 2~lO-'~ at 1 s, 
3~10-l~ at 10 s, and 2d0-l~ at 1 d, but without the advantage of a redundant system needed 
for HiRel timing. IEM KVARZ is providing active H masers for qualification and specification 
analysis of a new passive maser, a GPS/Glonass RX measurement system, and GPS, CVTT, 
and rubidium elements. The passive H maser target performance meets the European Space 
Agency PM specification requirement. 

GPS size, weight, and power reductions are significant. A new low-cost GPS element result is 
illustrated. It is not expected to be reproducible in production quantities as a product spec, 
but is a typical test result. 

MEASUREMENT SYSTEM 

The current measurement system A7 has the highest resolution available in the shortest 
measurement time: 1.5~10-~~ in only 100 s and 1.5~10-'~ in 1000 s. For the new passive maser 
this is the development tool used. However, in a system where the new PHM is the standard 
against which the DUT is measured, a low cost, smaller size, lighter weight module is required 
for it to be a component part in a complete system. The performance required is not as 
high as the current A7, but innovative solutions enabling substantial cost size and weight were 
required. A completely new approach was adopted that met the need of the Alpha project in 
all respects - the results achieved are plotted. 

RUBIDIUM OSCILLATOR 

The rubidium oscillator element has to be the most rugged because this link in the redundancy 
chain must survive longest, and telecom component applications in both civil and defense use 
have differing environmental requirements. 

Current HSRO, LPRO, SRAFS, and LCRO specs are tabled below. 

LABORATORY ENVIRONMENTAL DATA 

MechanicaVphysical environmental testing revealed the following results during tests of the 
rubidium element. 
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Fig.1 NIST traceability of A8-B 

Fig.2 NIST traceability of Passive Hydrogen Maser 
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Fig. 1 1 NIST- traceable passive maser offset 
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Abstract 

The Global Positioning System has become the primary and most accurate means of disseminating 
time and frequency information. A growing and diverse mix of militury positioning, communication, 
sensor, and data processing systems are using precise time and frequency from GPS. The precise 
accuracies required for their operation are also beconring more stringent. A new system architecture 
for providing a Common Time Reference to the operating forces and their related subsystems is being 
developed. This architecture is to provide a robust enhancement to implementations of GPS time 
and frequency subsystems. Through its implementation, inter-operability between systems is enabled 
by providing a Common TSme Reference and the means for systems to operate synchronously as a 
foundation for common interfaces and datu exchange. 

The Common Time Reference approach and its relationship to present GPS time and frequency 
usage will be described to show the concept and approach of this architecture. A robust architecture 
utilizing distributed time standards and existing standards within individual systems is to provide 
new capabilities for existing jielded systems without the impact of requiring major retrofit. This 
combination of enabling existing and new resources to be utilized in a common reference will reduce 
the sensitivity to GPS anomalies and lack of continuous contact for precise updating. These systems 
would then be interconnected a t  the fundamental level of internal time and frequency generation, 
which would provide an  inherent basis for functional inter-operability. The elements necessary for 
implementation of this architecture with generic systems will be discussed. Technical developments 
necessary for implementation of the concept and the impact on inter-operability will be discussed. 

INTRODUCTION 

The Global Positioning System (GPS) has become the primary dissemination system for Precise 
Time and Frequency (PT&F) for inter-operability of Naval and Department of Defense (DoD) 
systems. The move toward joint, diverse inter-operating systems that can gather raw data, 
process, communicate, and place weapons on target through a continuous stream of information 
moving from sensors to weapons carriers requires a level of synchronization not possible before 
GPS. This flow of information requires mobile platforms in the field, oceans, and sky to 
receive, maintain, and distribute PT&F data previously only available at major timing centers. 
Consequently, PT&F precision and accuracy are emerging in the utility to disseminate the 
reference time scale and maintain it throughout the operating forces. This utility and increasing 
dependence on GPS supplied PT&F is complicated by the vulnerability of GPS to electronic 
countermeasures. 

The consideration of the vulnerability of GPS and its interaction with the various systems that 
use or need this capability has led to the development of a Common Time Reference (CTR) 
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Technical Architecture using Distributed Time Standards (DTS) to form a complementary 
capability working with GPS. The many systems using GPS previously often used precise atomic 
clocks and extensive supporting systems, which are being displaced by GPS timing receivers 
disciplining an internal oscillator. These receiver oscillators can be of low quality and still 
output the precise time provided from the spaceborne atomic clocks of the GPS system. As the 
use of GPS-disciplined, low quality clocks/oscillators increases, so does the dependence upon 
GPS as the time source. The increased use of GPS has created the demand for a profusion 
of receivers. To reduce the proliferation of GPS receivers, GPS-derived time signals are being 
consolidated and signals distributed to satisfy existing and new systems requirements. This 
situation is placing greater dependence upon continuous GPS contact. 

Developments are being investigated to supply increased PT&F capabilities and reduce depen- 
dence upon continuous GPS contact by utilizing existing resources and unifying systems and 
interfaces. By providing the capability to maintain a coordinated local CTR within the operating 
forces, individual systems may approach the accuracy of that performed at timing centers. This 
complementary capability would decrease reliance upon GPS as a direct, continuous source of 
PT&F and provide the infrastructure for synchronizing the systems in the operating forces. A 
synchronous systems infrastructure requires accurate coordination and interchange of timing 
information between systems in order to achieve a network-centric environment for future 
military operations. 

NETWORK-CENTRIC WARFARE 

A concept for operating diverse military forces in localized theater areas is known as Network- 
Centric Warfare [1]. This concept relies upon inter-operable systems operating with closely 
coordinated precision across warfare areas, services, and weapons systems. Illustrated in Figure 
1, joint forces in theater area operation require participating elements to inter-operate with 

Figure 1. Network-Centric Theater Area Operation 
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a variety of centrally controlled, cooperative levels of deployment, surveillance, defensive, and 
offensive roles. Communications and data transfer are central to cooperative inter-operation. 
An example of this inter-operation is the need to dominate the airspace over the operating 
theater, which first requires a precise knowledge of everything within that airspace. 

THEATER AIR SURVEILLANCE 

To provide protection and enable air operations, the theater airspace must be controlled 
completely and continuously. For this to be possible, the operating forces must detect, identify, 
and monitor all aircraft within the theater. Data collection and transfer from the various 
sensors, platforms, and systems must be accurately referenced to common standards. The 
common positioning reference has become the World Geodetic System 84, now a global 
universal standard complementary with the International Terrestrial Reference System. The 
CTR is Universal Coordinated Time as maintained by the U.S. Naval Observatory, UTC (USNO) 
[2],  which is a major contributor to and referenced with International Universal Coordinated 
Time. 

An example of the possible joint surveillance forces in theater airspace is illustrated in Figure 
2. In this example, surveillance and tracking functions of the different Naval and Air forces 
deployed for detecting and tracking hostile air forces or missiles are shown tracking an unknown 
aircraft. The times of observation by the different units are time-tagged with their local clock. 
Denoted Tship, TAir ,  Tm, and TAW-, the times of the raaar or sensor measurement are measured 
and relayed to the ship in the case of the Naval Task Group. 

These data are then processed onboard the ship for ship defense and formulating tactical 
response, as well as being relayed to the Theater Command and Control Center for inclusion 
in the overall surveillance picture. The data collected by the forces in the area would then 
be merged and processed to form a common picture. The common picture formed at the 
command center with these data from joint and coalition forces would need to be redistributed 
or identical to the ones formed by contributing task groups. Each step in this process may 
require updating the time-tagged measurements or processed results. 

P 
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Figure 2. Theater Air Surveillance 
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So it can be seen in this operation, time has multiple influences from.determining the time 
tags themselves to timing the transmission of the data messages through the various links. 
Processing of data is also dependent on the time and frequency capabilities of the various 
systems, which may be configured to be independent of the primary data being transferred. 
The integrity and accuracy of the time-tagged data passing through these systems is then a 
function of the systems infrastructure supporting its processing or transmission. The systems’ 
infrastructure must then be configured for accurate synchronization that can be maintained, 
both internally and externally, to provide the accurate inter-operability necessary. 

Timing in these surveillance units is generated from their local clock. How these clocks are 
used varies with the specific application, but they can be represented by the time maintained 
by the unit’s local clock for sensor data. A simulated comparison of the different unit’s local 
clocks compared to a common time is shown in Figure 3. 

awacs T - - 

Figure 3, Unit Time Tag References 

Each unit’s time is represented by the clock Equation [3], 

A I 

T ( t )  = T,  + Rt + Tt2 + jE(t)dt + to(t) 

To is the initial time setting, 
R is the frequency or rate of time accumulation between time settings, 
A is the frequency drift or aging. 
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These terms constitute the basic systematic performance of the clocks that may be modeled 
and monitored by each system to maintain synchronization. The last tiwo terms represent those 
performance parameters more difficult to control. Environmental effects, denoted as 

IE(t)dt 
0 

will integrate over operating time and environmental changes. Most notable among those 
effects are temperature effects. The preponderance of clocks throughout the systems are 
quartz oscillators of different qualities that are specified for their environments. However, 
the oscillator’s performance within those limits or compensation for cumulative environmental 
effects are typically not monitored or accurately known in operation. The random noise 
component of performance, t .o(t), determines the precision and ultimate accuracy possible with 
the specific clock involved with all other effects removed or compensated. The noise component 
is described as the product of the frequency stability, estimated by the Allan deviation and 
elapsed time from initialization or update [4]. 
The final performance of each system’s timekeeping is then determined by the clocks used and 
methods to maintain them in synchronization. A variety of applications and techniques for 
maintaining synchronization within each system’s overall design is used. The implications of 
this variety of techniques and methods arc discussed in the following sections. 

TIME UTILIZATION WITHIN SYSTEMS 

Most DoD systems deployed in operational use today were designed 10 to 20 years ago. In 
designing these systems and determining PT&F requirements, the ability to maintain clocks 
remotely on board ships, for example, was very difficult. The precise means of time dissemination 
that were available had limited coverage and capabilities. Consequently, most systems were 
designed around local synchronization and relative operation that they would be independent of 
external inputs. Systems so designed would perform very well under independent, stand-alone 
conditions. Absolute common time was necessary for coordinating worldwide operation, but 
its accuracy did not impact operation of these relative systems. Therefore, absolute time was 
not viewed as a major operational issue and consequently not a system’s requirement. The 
relationship in today’s interactive systems has changed significantly. 

Relative Networks 

Relative time systems operate over a local area with a local network master time. Clocks 
and oscillators used in these networks needed precision in making time interval (frequency) 
measurements and relative time synchronization. Short periods of free-running performance are 
used between resynchronization with other local system elements [5].  Long-term free-running 
performance is necessary between widely dispersed strategic or worldwide systems, such as 
secure communications systems. For tactical systems within a theater of operations, quartz 
crystal oscillators, such as Temperature Compensated Crystal Oscillators (TCXOs) and more 
stable Ovenized Crystal Oscillators (OCXOs), are quite capable under these conditions [6]. 
Use in a relative tactical communication system is illustrated in Figure 4. 

The Net Master controls system synchronization and participation of the user aircraft in the 
net. User clocks are set in synchronization by special acquisition preambles for net entry 
monitored in normal system operation and periodically updated through special communication 
signals. These updates would typically update the initial time difference of the clock in the user 
terminal, To, and therefore maintain it within the system signal tracking and reception limits. 
This update technique is simulated in the data plotted in Figure 5. Changing the time offset 
introduces time steps small enough so that they do not seriously affect system operation and 
the integrity of the timing information. Consequently, if the Net Master Clock were compared 
to UTC (USNO), as in the bottom plot of Figure 5, it could be of almost any offset value and 
rate; the relative net would still work perfectly. 
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Figure 4, Tactical Communications Network 

Net Master Time 

UTC(U S N 0)  

Figure 5. Network User Time Updates to Net Master 
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Referencing a relative net time to a remote absolute time scale has been quite difficult and 
inaccurate in the past. It is also unnecessary for independent operation. In today’s environment 
of supporting joint operations, such as a common air picture with other systems or multiple 
relative networks, synchronization for data correlation becomes significant. 

Clock synchronization within these relative networks was based on a hierarchy of accurate 
clocks. Clocks are configured in a hierarchy within the system design, from the most accurate 
to the least accurate. This system configuration arranges the more precise and accurate 
ones to update the lesser ones in a fixed arrangement to keep them all in synchronization. 
Performance accuracy is implicit within the hierarchy. Global absolute time dissemination 
systems were similarly arranged. For telecommunication networks in continuous operation, the 
fixed hierarchy is known as stratum levels [7]. Stratum 1 was the most accurate and stable of 
clocks, typically a cesium-beam standard. It would then maintain or update Stratum 2 level 
clocks, and so forth. This arrangement was economical, since the better clocks were also the 
most expensive. The interfaces and connecting links between clocks in these hierarchies were 
also configured to maintain the accuracy and precision of updating clocks down in the hierarchy. 
With multiple systems operating interactively, a hierarchy is almost impossible to configure or 
maintain. A new approach to synchronization to a common global standard is required. 

Absolute Common Time 

Absolute common time for DoD systems is the time scale known as Coordinated Universal 
Time (UTC) as maintained by the U.S. Naval Observatory, designated UTC (USNO). Use of 
a UTC time scale presents some problems for the military user, in that it is not uniform. Leap 
seconds are introduced to keep UTC within 0.9 seconds of solar time corrected for nonuniform 
earth rotation, the UT1 time scale, which is needed for celestial navigation and inertial systems 
[8]. A problem has been the distribution of leap second information to the military user, 
so the time step may be introduced at the proper moment. GPS does provide leap second 
information within this navigation message, so that GPS receivers may compensate for this 
change automatically. This provides a means of distributing the occurrence and direction [+ 
or -) of the leap second. Another, more significant problem has been the ability of existing 
systems to accept or correct for leap seconds. Most of these legacy systems must be manually 
reset or corrected. This manual entry problem is still a significant issue on the use of UTC as 
a common time within the existing systems infrastructure. 

For allied or coalition military operations, such as NATO, an absolute common time references 
designation has been partially addressed in that NATO common time is required to be UTC 
[9]. This designation usually indicates the final international resolved UTC time scale, which 
is a postprocessed scale after collecting considerable data internationally and computing an 
accurate, stable, long-term reference. However, for military purposes, real-time coordination 
and operations requires a real-time physical clock as a reference. UTC sources differ in accuracy 
and availability from nation to nation. Consequently, a common time reference for NATO and 
Allied operations will be resolved for those operations. 

Multiple User Systems 

As systems were required to be more interactive and operate as part of a larger system or group 
of systems, the implementation of clocks and required synchronization within these systems 
becomes more difficult to clearly define. A generic ship and aircraft system is shown in Figure 
6. The clock symbols show some of the clocks contained in these systems, since virtually all 
electronic systems contain clocks and oscillators. The overall system time requirements depend 
not only on the clocks used, but also on how they are used. Clocks control the time of the 
system elements, but the manner in which they are applied controls the timing of the system. 
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Within the same platform, systems are still predominately organized as relative, self-contained 
systems. A radar system and weapons system employs its own internal time for operation. 
Moving data processed with one internal time to another determines the relations between the 
clocks and sets the timing paths. “Timing” is then more accurately defined as the ability of 
information to move through the systems. Limits on timing of the multiple systems to pass 
information are determined by instrument delays, uncalibrated transmission delays (latencies) 
between units, the interfaces between the systems, and information processing delays. The 
interaction of these elements, which would seem to play a minor role in system operation, has 
major effects in overall inter-operability. 

Figure 6. Generic Ship and Aircraft Systems 

Given the profusion of the clock applications and time utilization within systems compounded 
by interaction with other systems, it is not surprising that timing requirements are difficult to 
define and specify. System level timing dependency and usage has been categorized to attempt 
to clarify the application within a specific system. These categories and limitations bearing on 
the time accuracy or precision needed in the category are as follows: 

1. Positional Reference Time: Time tagging observations of platform positions or sensor 
measurements relating to positional information, The velocities and dynamics of the 
particular vehicle’s motion determine the associated accuracies and precision limits and 
requirements. 
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2. Time Interval (At): Measurements of At for R F  or optical meqsurements to determine 
range between objects or distance based on time of propagation of the signal at the speed 
of light. The associated accuracies and precision required are more stringent. 

3. Communication Signal Synchronization: Data transfer links ranging from the local systems 
to synchronizing systems over global distances require both measurement of intervals and 
longer-term synchronization to maintain signal lock. Acquisition and demodulation of 
signal waveforms, bandwidths involved, modulation rates, and types determine time and 
timing requirements. The dynamics of these systems are limits relative to the speed of 
light. 

4. Data Processing: Calculation of information and transmission through processing nodes 
and networks require timing and clocks. Processing delays for the calculations to take 
place dominate timing limits. Even asynchronous data transfer needs timing and set limits. 

GPS TIME DISSEMINATION 

GPS provides the primary worldwide, highly accurate capability for time dissemination to 
diverse remote units of the DoD. Different techniques for time dissemination are used 
within the scientific and timekeeping community, such as common-view time transfer that 
can intercompare clocks over intercontinental distances with nanosecond precision [lo]. 
The DoD user relies primarily upon passive time dissemination as a product of positioning 
and navigation, as illustrated in Figure 7. 
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Figure 7. GBS Time Dissemination 
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This capability is made possible as a result of the highly synchronous nature of “GPS 
Time” [ll]. GPS Time is the basis for accurate GPS measurements. It is continuously 
generated by the system Kalman filter at 15-min intervals from the constant monitoring 
of the atomic clocks in the satellites and monitor stations, as a composite, or weighted 
average of all these highly stable atomic clocks. The offset and rate of GPS Time from 
UTC (USNO) are determined from the constant monitored by USNO and correction 
terms included in the NAVSTAR satellite navigation message. The user can then correct 
GPS Time resulting from his navigation solution to an accurate time in UTC (USNO). To 
use this accurate time, the implementation of the receiver and instrumentation must be 
configured to output precise timing signals and data. The distribution system or circuitry 
being driven by these outputs must also be capable of maintaining the precision. GPS 
can then provide an accurate reference time to units across an operational theater and 
synchronize the variety of platforms and systems engaged. 
With GPS capability and instrumentation for civilian time applications becoming so inex- 
pensive, small civilian receivers have been integrated into a variety of timing equipment 
to discipline clocks primarily for telecommunications. These commercial integrated time 
subsystems can provide atomic clock level performance, so they are being used to replace 
more expensive clocks and are available off the shelf. Newer telecbmmunication and data 
processing equipment for military systems, that now emphasize commercial best practices 
and off-the-shelf acquisition, sometimes contain these embedded GPS receivers. These 
embedded civilian receivers then introduce hidden vulnerabilities into military systems. 
With accurate UTC (USNO) time now generally available to systems worldwide, legacy 
systems designed around relative time concepts may now utilize an accurate common 
absolute time and complement a systems-wide synchronized architecture. 

CTR TECHNICAL ARCHITECTURE 

The general view of the generation, dissemination, and utilization of time in military 
systems can be as shown in Figure 8. UTC (USNO) is the main element of Absolute 
CTR that was established as the reference time for use with all U.S. military systems. 
The primary time dissemination system in the second element is GPS. By incorporating 
absolute time as the reference for local and tactical systems, they can then provide 
alternative time dissemination capability. A new implementation of Two-way Satellite 
Time and Frequency Transfer (TWSTFT) has been developed for use with communications 
satellites [ 121. TWSTFT can disseminate time with nanosecond accuracy globally; however, 
the technique is a point-to-point capability, vice the generally available broadcast capability 
of GPS. However, TWSTFT and the capability of tactical area relative systems, such as 
the Joint Tactical Information Distribution System (JTIDS), could be incorporated into an 
overall CTR architecture to develop an assured ability to synchronize systems to the CTR. 

The final major block of the architecture contains the systems and their user infrastructure. 
The system-user infrastructure shown in Figure 6 can be represented as a distribution of 
clocks and oscillators. 
This representative view, shown in Figure 9, illustrates the complete connection from 
the absolute reference, GPS, and the system clocks. The connecting links between the 
clock symbols represent their time comparison relationship, not necessarily data links or 
system operational data links. As discussed in an earlier section, relative system links may 
already provide the means to intercompare the clocks. GPS shown in the middle of the 
diagram represents dissemination of time by connecting directly to the systems. The other 
represents an embedded GPS receiver. 
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Figure 8. CTR Overall View 

Figure 9, System-User Infrastructure of Clocks 
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group of clocks would then be combined with comparison, interfacing, and management 
equipment capabIe of maintaining an independent local CTR. This local CTR, shown 
by the markers, would then be maintained in synchronism with the absolute CTR via 
the time dissemination element. This element could consist of GPS receivers and other 
means, such as TWSTFT or through a local comparison through JTIDS to Task Group 
participants. The dissemination systems, including alternatives, would be active participants 
in the composite time group maintaining time throughout the systems infrastructure and 
other task group elements. 

Figure 10. CTR Approach Combining Existing Clocks 

CTR TECHNOLOGY ELEMENTS 

The CTR functional infrastructure incorporating existing clock assets is shown in Figure 11. 
This functional diagram shows the elements of the architecture necessary for generation, 
comparison, maintenance, and distribution of the CTR within the platform and systems. 
Central to the CTR infrastructure are the GPS receivers, which have been deployed on 
most Naval Ships and are being deployed on aircraft, ground forces, weapons, and fixed 
sites of all services. The preponderance of these receivers is intended for positioning and 
navigation purposes. Receivers for supporting time are in use, many of which, as discussed 
earlier, being embedded within system components. Submarines have a dedicated system 
to distribute time to clocks on board [13], and the Block 3 Upgrade to the Navigation 
Sensor System Interface onboard combatants includes a time distribution function [14]. 
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Figure 11. CTR Functional Infrastructure 

Most GPS installations reflect time as a product of navigation and modifications currently 
being investigated are focusing on more deeply integrated navigation systems for increased 
positioning accuracy or resistance to electronic countermeasures. Time interfaces either 
rely on the GPS Precise Time and Time Interval Interface GPS-ICD-060 [15], which 
actually provides three different interfaces made up of older interface standards, or other 
instrumentation standards. Other GPS Interface Control Documents, such as GPS-ICD- 
153, address some time interfacing aspects as well, but not as a general capability. Time 
interfaces developed for instrumentation, such as the IRIG Time interfaces [16], the Mil 
Std-188-115 [17] and DOD-STD-1399 [18], are used. Most of the military interfaces have 
been derived from unique systems interfaces devised for relative system operations. These 
were subsequently adopted by developing systems or to instrument special capabilities that 
have spread to other applications. A good example is the Havequick interface. JTIDS is 
another with a unique interface. They are used for point-to-point distribution. 
To effectively provide a robust time interface with sufficient performance for the primary 
dissemination system, GPS, and possible alternatives, consideration of an optimum interface 
or set of interfaces should be developed. Prior efforts to establish a single standardized 
interface, such as the STANAG 4430, Precise and Time and Frequency Interface for 
Military Electronics Systems [19], to replace the multiplicity of interfaces used has meet 
with very limited success. How successful any new standard would be depends upon 
the extent the CTR infrastructure would be implemented. Nevertheless, a standardized 
interface would enable implementation of a synchronous infrastructure and reduce the 
multiplicity and maintenance of the many legacy interfaces. 

Precise Clocks 
Precise Clocks are typically the first subject raised in any discussion of PT&F and are a 
major consideration to for military applications. However, the CTR approach is structured 
to take advantage of existing precise clocks already distributed throughout military systems. 
Supplemental clocks resulting from efforts into new technology clocks can play a role in 
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implementing the capability. The actual mix of clocks available on subject platforms may 
require supplement to form an accurate composite time group sufficient to met the needs 
of the systems they serve. New technology efforts may supply this supplement, though they 
are mainly focused on increased capability for very difficult problem areas in maintaining 
time, such as small field radios, handheld units, and those for weapons [20]. 
A consideration in the use of new clock technology is the general decline in the availability 
of high performance or unique clocks and oscillators. The telecommunication market has 
created a large demand for low cost and, often, lower quality oscillators. Accuracy is 
provided by inexpensive GPS receivers in higher performance applications. Consequently, 
development of precise clocks both crystal-driven and atomic is being conducted by service 
R&D agencies. Small rubidium clocks, of lesser performance than previously generally 
available units, are also being utilized in the telecommunications market. For larger 
platforms, these small rubidium units may be a viable supplementary capability for some 
uses. 

Int ercomparison Subsystems 

The key component technology that the CTR infrastructure requires is the ability to inter- 
compare the clocks within and between the systems. Unless the actual clock performance 
can be measured in situ, the ability to maintain a synchronous infrastructure accurate to 
a CTR will be very difficult to achieve. Combining clocks to a common composite time 
maintained closely to the absolute CTR will require specific continuous knowledge of the 
participating clock performances. 
Measuring actual clock performance in the environment it has to operate in, will determine 
the clock performance effects of clock sensitivities [21,22] and the subsequent effect on 
the system. From the clock equation introduced earlier, the environmental induced error, 

jE(t)dr -t- m ( t )  

integrates over the duration of the environmental changes and is a function of many 
different factors. The most significant environmental factors are temperature, vibration, 
and variable magnetic fields [23]. These factors can have significant effects on quartz 
crystal oscillators. Actual performance between similar clocks can also have variable 
values of frequency offset, R, and frequency aging, A, terms. These effects are within 
what would be considered normal operating limits and not abnormal. Complete clock 
failure resulting in loss of signal is not as common as abnormal jumps in frequency, phase, 
or aging terms, leading to anomalous performance. This anomalous behavior is difficult 
to identify without actual measurements and can have serious performance results. The 
more deterministic terms of clock performance having been established, the random noise 
component, characteristic of the clock establishes its basic behavior. This term is expressed 
in the time domain as the square root of the Allan variance, or Allan deviation, and is 
shown in Figure 12 for the major different clock types. This component determines the 
ultimate stability of the clock signal and the ability to determine and predict performance. 
This term may change over the life of the unit, reflects environmental effects, and varies 
between similar units, even the same type unit manufactured by the same manufacturer. 
Characterization of the clocks in under operating conditions is key to management of 
synchronization and is, in turn, highly dependent on the ability to compare clocks. 

Whatever intercomparison technique is used [4,24,25], they can Serve other Possible uses* 
Automated precision comparison techniques can be used to monitor calibration of both 
clocks and distribution systems. They may also identify degrading Performance and 
establish an accurate perturbation free means of switching clocks. The most significant 
use is to establish a basis for forming a composite time from the Participating Clocks. 

0 
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Figure 12. Allan Deviation of the Major Clock Types 

Distribution Media 

Connecting the CTR infrastructure within the systems will require distribution systems and 
different media. Implementation of signal distribution along with the need to provide clock 
signals for intercomparison could result in an overly complex and expensive distribution 
system for large platforms. Specific implementation of this architecture within the existing 
systems will need to be tailored to the specific unit. 
The technique for distribution consists of various types of cabling and communications 
media [26]. Calibration of the media and interconnections will be a significant implemen- 
tation issue. Calibration of fixed media, such as dedicated cabling, will not be as significant 
a problem as digital data and computer networks, which could be especially difficult. These 
networks are basically asynchronous, involving processing delays and network switching 
that can be unpredictable. Techniques for time comparison and synchronization with these 
networks have been developed, such as the Network Time Protocol (NTP), to provide 
a means of synchronizing computers through IP networks [27]. Within the limits of the 
network, NTP can maintain time within computer systems synchronized to millisecond 
levels. SONET systems offer the potential of providing a synchronous means of more 
accurate time distribution over digital networks [28]. 
Distribution media that present unique problems are Electronic Transfer Devices. These 
devices can be categorized with handheld radios and GPS receivers as far as the technical 
problems involved. Used for updating avionics prior to takeoff and physical transfer of data 
between equipment, the ability to maintain accurate time over the intervals necessary is 
highly dependent on the internal oscillators. Interfacing them into the CTR infrastructure 
is another consideration that must be addressed. 
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Composite Time Generation 

The formation of a composite time from the existing system clocks will be possible with 
continuous precision comparisons. The resulting performance of the composite time 
would be dependent upon the actual clocks involved. Composite time is a form of a 
“Clock Ensemble’’ [4,29]. Clock Ensembles are used to generate time scales in major 
timing centers, such as USNO, to establish the most accurate time scale possible. This 
technique involves comparing the output of a large number of identical clocks of known 
characteristics and applying an ensembling algorithm to form a stable, predictable time 
more stable than the individual clocks. Similarities of the clocks are used to model and 
tune their operation, and the final determining factor is the number of clocks for stability 
improvement. For CTR composite time [30], the number and similarity of units to be 
used cannot be assured within the system clocks available. Consequently, ensembling for 
increased performance is n6t a specific objective, but would take advantage of the other 
major benefit of ensembling, which is to be insensitive to clock failure. This benefit will 
increase the overall reliability of the timing system. Forming a mean time that is necessary 
for synchronization could be adapted to a group composite. 
The random noise characteristics of the major clock types that affect establishing a mean 
composite time are shown in Figure 12. Ensembling the specific clocks shown in Figure 
12 would result in one or another clock dominating performance at different ranges 
of averaging times. The approach to forming a composite from a mixed clock group 
would be dependent upon specific algorithm to be applied, the physical interconnection 
and establishing local clocks for comparison reference, and maintenance of the resulting 
composite. An approach is diagrammed in Figure 13. This diagram shows a core group 
of clocks associated with CTR control and management. These core clocks would provide 
the reference for intercomparison, maintaining the mean time, and generating a physical 
signal representing the mean time, if necessary. 
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Figure 13. Composite Time Generation Approach 

382 



The actual composite time could be kept in the form of a “Paper Clock.” In this case, 
there isn’t an actual physical signal generated, but only correction terms to be applied to 
other clock signals to bring them onto a common time. Examples of this type of Paper 
Clock operation are the international UTC time scale and GPS Time. In both of these 
cases, a physical signal is not derived in the process of determining the time scale, as 
in the case of UTC, and for GPS the Master Control Station produces corrections that 
are applied with the free-running clocks in the system’s satellites. However, these cases 
also result in large numbers of time users generating physical signals synchronized to 
the Paper Clock time. Generation of an actual physical signal, as is necessary for some 
communication systems, could then require a physical distribution system to provide this 
signal to the user systems. 

TESTBED DEVELOPMENT 

To investigate and determine the technologies necessary for CTR implementation, a 
Technology Demonstration Testbed (TDT) is being developed. This Testbed will be 
configured in the Laboratory to simulate with hardware and software the implementation 
necess ary for the generic platform’s infrastructure. The various technology areas discussed 
above will be analytically and experimentally investigated for demonstration with the TDT. 
The elements of this TDT will be used to design and develop a prototype installation for 
actual field-testing in follow-on efforts. 

Requirements Definition 

To determine the utility of this concept, the compilation and more detailed knowledge 
of the various systems timing needs and requirements are necessary. The systems needs 
and requirements must be better defined and clarified, since system’s designers have built 
their systems on old basic assumptions about time and frequency availability and usage. 
These requirements are difficult to obtain and limited sets have been generated. A more 
comprehensive database is being collected throughout this effort. An approach to clarifying 
these requirements is to specifically test the existing systems capabilities in time generation 
and maintenance. 

Legacy System Testing 
A number of efforts are underway to develop inter-operable systems and alternatives to 
GPS, such as the JTIDS/GPS integration effort to ensure the compatibility of these two 
systems to support GPS acquisition. Coordination with these other efforts could take 
the form of participation in related testing. For example, the Ballistic Missile Defense 
Office is sponsoring calibrated testing of JTIDS implementation with the Aegis weapons 
system for missile detection and tracking. Part of that test could be used to determine 
time-transfer capability of the integrated system. If the test is configured for appropriate 
timing measurements, coordination and analysis of that test could provide data on time 
and its performance in these systems. Coordination of these testing efforts can provide 
extremely valuable data on system timing performance and common needs. Other spcific 
tests are also being planned. 

Laboratory Demonst rat ion Test bed 

From the concept of distributed time standards, and the results of identifying of tim- 
ing requirements combined with data collected from system testing efforts, a Technology 
Demonstration Testbed (TDT) is being configured. This TDT will simulate, with hard- 
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ware and software in the Laboratory, the implementation of a cQmmon time reference 
infrastructure in generic platforms. The various technology areas &cussed above will be 
analytically and experimentally investigated for demonstration with the TDT. The elements 
of this TDT will be validated to the point that the results could be used to design and 
develop a prototype installation for actual field-testing. 

SUMMARY 

GPS has had a major impact on the capability to determine position and navigate military 
platforms and systems. The impact of providing Time is just beginning to be recognized 
and may have an even more significant extension of military capability and operations. To 
take advantage of having precise time and synchronization of remote and dispersed forces 
with an absolute common reference, a systems infrastructure incorporating legacy systems 
is being developed. This infrastructure “System of Systems” approach can incorporate the 
old with the new. The resulting military capability will achieve inter-operability at the 
most basic level, Time. 
The challenges to effecting a Systems approach to a CTR are more than just technical. 
Since they cross system and program boundaries, implementation will be programmatically 
difficult. To establish benefits and effectiveness, new methods for demonstration and test 
under operational conditions will be necessary. 
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Questions and Answers 

THOMAS CLARK (NASA Goddard Space Flight Center): Both what you and Chris [Gregerson] 
have said has been very interesting. If we compare them with the material that was presented 
last night at our after-soup talk, I counted up the fact that the train systems, where the 
common time reference and time dissemination ended up evolving to the conductors on the 
trains, accounted for 45 losses of life in the 1800s. You cited the Scud missile accounting for 
28, so these things are real problems and they are not new. 

It strikes me that while the DoD may be taking the lead on this that the problem is not 
unique to the DoD. Those of you who fly out today, the time reference on the commercial 
airliner that you fly out on will be the dash clock that the pilot has, which he sets from his 
wristwatch. There is no time code written on to the flight data recorders, so the reconstruction 
of problems like Alaska 262 and the event chain to even do any diagnostic is rendered much 
more difficult by the lack of any precise time available on the aircraft. That need for precise 
time in the civilian airline community also extends to things like ground control. When your 
plane is taxiing today, since the time reference exists only in the pilot’s mind for the aircraft, 
that is not in any way conveyed to the ground control system at the airport. It has very little 
correlation with the time system that used by the navigators back on the ground that are telling 
the airplane where to go. 

That’s just one example. I wonder, in all of your deliberations within DoD, if the need for the 
same type of study by the civilian community and, in reality, the need for some inter-operability 
between the military and the DoD is being considered. Because it is not just your problem, it’s 
everyone in the audience’s problem when you fly out of Dulles Airport this afternoon. This 
comment, followed by a question: are you talking to anyone outside of DoD? That’s really my 
question, Ron. 

RONALD BEARD: Actually, yes. I think that is a very large consideration in the WAAS 
system and inter-operability. The military aircraft have to fly to a civilian air station in order 
to get where they are going, so they need to be inter-operable with them, and the airlines are 
also very concerned about this inter-operability and that sort of thing. I defer a lot of that to 
Bill Klepczynski, who is involved in that sort of thing. 

WILLIAM KLEPCZYNSKI (Innovative Solutions International): Thank you. There is within 
the satellite-based augmentation systems a working group called the Inter-operability Working 
Group. One of the issues that we work on is how do we synchronize the different augmentation 
systems like EGNOS, WAAS, and MSAS. That issue is being discussed now, and a working 
plan is being established now. 1 think on December 12th or so, the EGNOS people are going 
to be working on it. 
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Abstract 

The current GPS has exceeded its globally averaged position and timing accuracy of 16 m (50 
YO spherical error) and 100 ns (1 U)  as stated in the 1990 GPS System Operation Requirements 
Document (SORD). The 1999 GPS Operational Requirements Documents (ORD) set a new goalfor 
the GPS ZZZ and beyond. The 1999 ORD specifies the ranging accuracy 1.5 m threshold and 0.5 m 
objective. The 95% time transfer accuracy threshold and objective are 20 ns and 10 ns, respectively. 
This paper will evaluate how the current clocks and the clocks being developed can support the 
ORD threshold and objective. The paper will include the following topics: (1) atomic clocks on 
the GPS Block ZZ space vehicles, ( 2 )  estimated accuracy of the ZZF Rb clock by Perkin Elmer and 
digital Cs clock by Datum-Beverly and assessment of their performance against the ORD threshold 
range requirements, (3) description of the new space clocks being developed jointly by the GPS JPO, 
Aerospace, and NRL, and evaluation of their predicted pe6ormunce to see if they can support the 
ORD objective of 0.5 m (rms), and (4) Prediction of the GPS signul-in-space accuracy, including 
all the space and control segments errors, using ZZF Rb and Cs clocks. The predictions are based 
on replacing the NZMA estimated GPS ZZ/IZA/ZZR clock data, contained in the actual tracking data 
of the GPS monitor stations and the NlMA tracking stations, by simulated IZF Rb and Cs clock 
data. A Kalman filter similar to that of the OCS then processes the resulting tracking data and the 
estimated results are compared with NIMA estimates treated as truth. Evaluations of the various 
options to see whether the ORD objective can be achieved based on the predicted signal-in-space 
accuracy are included. 

1. ATOMIC CLOCKS ON THE GPS BLOCK I1 SPACE 
VEHICLES 

Atomic Frequency Standards (AFSs) or clocks in the GPS satellites are essential in providing 
GPS users accurate position velocity and time determinations. Two rubidium (Rb) clocks and 
two cesium (Cs) clocks were used in the GPS Block II/IIA satellites. Rockwell produced the 
Rb clocks using Efratom physics packages, and the Cs clocks were provided by three different 
companies. Frequency and Time Systems (FTS) supplied the majority of the Cs clocks. Second 
source units were provided for flight validation by Kernco, which provided three units, and by 
FEI, which furnished two units. These clocks are the first ones produced in any quantity for 
space operation, and have experienced lower-than-expected life, even though no GPS II/IIA 
satellite has been lost due to clock failure. Designed in the late 70’s and early ~ O ’ S ,  these now 
out-of-date units are no longer produced by any of those companies [l]. 

389 



GPS Program RAFS 
Block II/IIA tW0 

Block IIR three 

Block IIF one 

(Rockwell) 

(EG&G) 

(Perkin Elmer) 

Table 1. Clocks on GPS Satellites 

CAFS 
tW0 

(FTS, Kemco, FEI) 
none 

three 
(Datum-Beverly) 

2. GPS BLOCK IIF CLOCK ACCURACY ASSESSMENT 

The IIF current baseline is to operate satellites in the cross-link navigation update mode such 
that with each upload to one satellite, corrections for the rest of constellation are also uploaded. 
These corrections are then relayed to the corresponding satellite through the cross-links. The 
Block IIF contractor, Boeing, offers a minimum update rate of once every 3 hours. 

User Range Error (URE) is defined as the rms value of the total Space/Control segment or 
signal-in-space (SIS) range error components. User Equipment Error (UEE) is defined as the 
rms value of the total User segment range error components. User Equivalent Range Error 
(UERE) is the total statistical system ranging error (rms), defined as the root-sum-square (rss) 
of URE and UEE: 

UERE = ( U R E ~  -t U E E ~ ) * / ~  (1) 

The 1990 GPS System Operation Requirements Document (SORD) specifies the po- 
sition and timing accuracy requirements as: 

Position: 16 m (50% spherical error), globally averaged. 
Transfer of UTC: 100 ns (one standard deviation), globally averaged. 
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The derived UERE is 7 m, URE is 6 m, and UEE is 3.6 m. 

The URE requirement for the IIF system operating in the cross-link navigation update mode 
as documented in the GPS IIF System Specification, SS-YSY-600, is: 

URE <3 m (rms) at less than 3 hours Age of Data (AOD), with a goal of URE 51 
m (rms). 

The 1999 GPS Operational Requirements Document (ORD) specifies the ranging and 
timing accuracy as: 

UERE threshold (51.5 m (rms) [URE threshold (51.25 m (rms) and UEE threshold 
<0.8 m (rms)] 
GERE objective (50.5 m (rms) 
Time transfer threshold (520 nsec (95%) [Time transfer to a surveyed site] 
Time transfer objective (<lo nsec (95%) 

In general the ranging accuracy requirement seems more stringent that the time transfer 
requirement; however, the timing accuracy included the UTC to GPS uncertainty. 

The goal of the GPS JPO is to reduce ranging and timing errors as much as possible by 
exploring all possible means to do so. 

SIS URE includes clock random errors, clock errors due to orbital temperature variations (about 
~t3"C with a period of 12 hours), and magnetic field effects due to three electro-magnets in the 
attitude determination and control system, L-band signals group delay differentials, ephemeris 
errors, and other small errors. It is assumed here that the URE budget is allocated equally to 
the above-mentioned four major independent error sources, so that the goal is to limit the GPS 
clock random error contribution to less than 1/2 of URE. The rms IIF range error contributions 
from random clock noise can be estimated using the clocks' measured Allan deviations from 
several engineering and production units , and are shown in Figure 1. The estimated range 
error contribution of the IIF Rb clock is about six times smaller than that of IIF Cs clock. 
Examination of the precision of the IIF clocks to verify whether they can support the various 
1/2*URE requirements mentioned above with 3-hour updates yields the results provided in 
Table 2. For the ORD objective, 1/2*UERE instead of 1/2*URE is used, since the current 
UEE of 0.8 m is larger than UERE of 0.5 m, and thus the URE cannot be computed. 

3 ,  , I I 
I 

;I I day/_/ 

I IIF S p e c i f i c a t i o n  

A g e  o f  D a t a  ( h o u r s )  
Figure 1. Estimated IIF Clocks Range Error 
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Clock Estimated 1990 SORD GPS IIF 1999 ORD 
AOD 5 3hrs Threshold Type Clock Range 

Error 

AOD of 3 hours 
m (rms) at %*Urn I 3 m %*URE S 1.5 m %*URE 50.75 m 

IIF Cs 0.49 yes yes yes 
IIF Rb 0.06 yes yes yes 

Table 2. Support of IIF Clocks with 3-hour Updates to Meet URELJERE Requirements 

1999 ORD 
Objective 

%*UERE S 0.25 
m 

yes 
no 

It can be observed from Table 2 that: 

1. Both IIF Cs and Rb clocks can support IIF system requirements, 
2. The IIF Cs clock with 3-hour updates can support the 1999 ORD Threshold requirement, 
but it will not support the 1999 ORD Objective, and 
3. The IIF Rb clock with 3-hour updates can support both the 1999 ORD Threshold and 
Objective requirements. 

Other characteristics of the IIF Cs and Rb clocks are provided in Table 3 for information. 

Weight 
Envelope 

Temperature controller 
Power 

Design Life 
Temperature coefficient 

IIF Rb Clock IIF Cs Clock 
14 (lb) 27 (lb) 

7.5X6X12.1 (in') 7.5X6X16.5 (in3) 
Built-in None 

< 39 watts < 25 watts 
5E-14 AflfIT 1 E- 1 3 AfIflT 

15 years 10 years 

Table 3. GPS Block IIF Clock Comparison 

The IIF Rb clock provides advantages over the IIF Cs clock except power. To preserve the 
legacy of better-performing Rb clocks from Block IIR, Boeing is being tasked under a special 
study to consider a minimum of two Rb clocks for each IIF space vehicle. 

3. NEW CLOCK TECHNOLOGY ROADMAP PROGRAM 

The GPS program has a dual clock technology requirement as documented in Section 3.2.7.2 
of the System Requirements Document for GPS Block IIF system (SRD-GPS-IIF). This 
requirement was set to mitigate the risk that one of the clock types cannot be space-qualified. 
This requirement saved the GPS Block IIR program when the Cs clock, the preferred choice 
from the Block II/IIA experience, failed in multiple attempts to pass space qualification 
tests. Another advantage of this requirement is performance improvement through competing 
technologies. 

Since the IIF Cs clock cannot support the 1999 ORD range error objective, a new clock 
technology program is needed to sustain the GPS system for future applications. The GPS 
JPO, Aerospace, and the Naval Research Laboratory (NRL) jointly developed the new clock 
technology roadmap program [l, 21 which was endorsed by atomic clock experts from a number 
of US Government organizations and FFRDCs in a GPS Spacecraft Clock Coordination Meeting 
held at NRL on 17 June 1999. The proposed effort includes: 
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1. Evolving the current design of the Block IIF Rb clock, which relies on an analog technology 
electronics package, to reduce clock variability and environmental sensitivity, 
2. Developing space-qualifiable new technology clocks based on proven ground clock technolo- 
gies, 
3. Building flight demonstration models (FDMs) for qualification tests, 
4. Conducting ground tests of the FDMs to monitor their characteristics and performance in 
a simulated space environment for space flight selection, 
5.  Developing and building an on-board clock comparison subsystem to evaluate the on-orbit 
performance of the FDM selected for space flight, 
6 .  Providing funding to Boeing for integration of the on-board clock comparison subsystem 
with the SV and performance evaluation, and 
7. Making available the spaceworthy new technology clocks for future GPS applications. 

The new technology clocks being developed are [l-31: 

3.1 Advanced Digital Rb Clock, by Perkin Elmer (formerly EG&G) and NRL 
This project will take space-qualified Rb clock technology, as implemented in the GPS Blocks IIR 
and IIF programs, to the limit of what present state of art allows. It will do so by: (a) modifying 
slightly the physics package to incorporate technical advances either already implemented in 
tactical Rb clock or suggested by the experience accumulated while manufacturing the Blocks IIR 
and IIF clocks, (b) modifying radically the clock electronics package to incorporate a state-of-art 
6.8 GHz signal source, direct digital signal synthesis, digital servo loop, and microprocessor 
monitoring and control of all critical clock parameters. 

The resulting clock is expected to have a stability performance about twice as good as that of 
the Block IIF clock. It will be more producible by incorporating automated setup, checkout, 
test, and calibration processes. It will have a smaller aging coefficient and lower environmental 
sensitivities (particularly thermal) than the current Rb clock. This project presents a low 
technical risk. 

3.2 Optically Pumped Cs Beam Clock, by Datum-Beverly (formerly FTS) [4-61 

This task will introduce optical methods, instead of conventional magnetic methods, for state 
preparation and signal detection in the Cs clock. This concept has been demonstrated in 
the current US time and frequency standard, NIST-7, at the Time and Frequency Division of 
the National Institute of Standards and Technology (NIST), in Boulder, CO. It allows more 
efficient use of the Cs atoms emitted by the Cs oven, thereby potentially prolonging the useful 
life of the Cs beam tube, while at the same time increasing the flux of detected atoms, and 
thus improving the short-term stability of the clock. This clock is expected to have frequency 
stability comparable to that of the analog Block IIF Rb clock. The technical risk presented by 
this project is moderate, because of the challenge of identifying a source of laser diodes with 
appropriate stability, availability, and radiation hardness. 

3.3 Space Linear Ion Trap System (LITS), by the Jet Propulsion Laboratory 

JPL will design and build a small, light, and space-qualifiable version of the linear mercury ion 
trap clocks developed for the NASA's Deep Space Network. JPL has built several operational 
ground units that display very good frequency stability. A significant difference between the 
way trapped mercury ion clocks and Cs or Rb clocks operate is that in the latter, microwave 
interrogate the Cs or Rb atoms continuously, while in the former, interrogation of the mercury 
atoms takes place in a low duty-cycle discontinuous fashion. Because of this a better quality 
local oscillator than that for Cs or Rb clocks has to be used. JPL plans to use the best available 

(JPL) ~ , 3 1  
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BVA-cut quartz crystal oscillator, and interrogate the physics package approximately every 3 
seconds. The expected stability of the LITS is about 10 times better than that of the advanced 
digital Rb clock. The technical risk involved with this redesign is moderate, with no evidence 
of fundamental problems. 

The estimated new clock contributions to range error are provided in Figure 2. With 3-hour 
cross-link updates, all three new clocks can support the 1999 ORD range objective of 0.5 m 
(rms). With 24-hour updates, both the Advanced Digital Rb Clock and the Linear Ion Trap 
Clock can also support the 1999 ORD objective, while the Optically Pumped Cs Clock can 
support the 1999 ORD range objective only marginally. 

Clock Type 

Advanced 
Rb clock 
Optically 

Pumped Cs 
clock 

Linear Ion 
Trap clock 

1 3  

Technical Estimated Estimated Weight Dimensions Power (w) 
risk range error range error @ (1b) (in> 

@, 3 hr (cm) 24 hr (cm) 
Low 3.5 16 14 7 . 6 ~ 6 ~  12 35 

Moderate 9.5 30 29 7 . 5 ~ 6 ~ 1 8  25 

Moderate 0.5 2.9 25 16x10~8 25 

1 0  2 4  

A g e  o f  D a t a  ( h o u r s )  

Figure 2. New Technology Clock Estimated Range Error Contributions 

Educated guesses about the characteristics of the new clock technologies discussed above are 
provided in Table 4 below [3]. 

Table 4. Expected Characteristics of New Technology Clocks 

The current new clock technology roadmap schedule indicates that the flight demonstration 
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models (FDMs) of the Digital Rb Clock and the Optically Pumped Cs Clock will be ready for 
on-orbit test on a Block IIF space vehicle in late 2004, and, if successful, will be ready for 
future GPS application in 2007. The FDM of the JPL LITS will be ready for on-orbit test in 
2006 and could be available for future GPS application in 2009. 

Other clock technologies being monitored/considered for GPS applications are: 

1. Small space hydrogen masers 
2. Laser-cooled Cs clocks 
3. Double-bulb Rb masers. 

4. PROJECTED GPS SIGNAL-IN-SPACE (SIS) RANGE 
ACCURACY 

NIMA routinely postprocesses GPS tracking data received from the GPS monitor stations 
and NIMA tracking stations to provide the best estimates of ephemeris, clock offset, and 
other states of every GPS satellites in the constellation. These NIMA estimates of satellite 
ephemeris and clock offset at 15-minute intervals have commonly been regarded as truth in 
the GPS community. Aerospace has developed a procedure to replace the NIMA estimated 
GPS II/IIA/IIR clock data, contained in the actual tracking data provided and used by NIMA, 
by simulated IIF Rb clock and Cs clock data. A Kalman filter similar to that of the GPS 
Operational Control Segment (OCS) then processes the resulting tracking data. The Aerospace 
filter estimates ephemeris and clock offset for each satellite and propagates these estimates 
forward in time. The propagated ephemeris and clock predictions for every satellite in the 
constellation are compared with the NIMA truth data to compute the globally average SIS 
URE for the near earth GPS user using the formula [8] as provided below: 

S I S  - U R E  = (Variance(R - C )  f 0.0192 * [Vuriance(lT) + V ~ r i a n c e ( C T ) ] ) ' / ~  (2) 

where R, IT, CT, C = radial, in-track, and cross-track ephemeris errors and clock errors. 

The projected GPS SIS URE accuracy data with IIF Rb and Cs clocks, II/IIA Cs clock, and a 
perfect clock, using 2-week GPS tracking data in October 98, as a function of age of data is 
shown in Figure 3. The projected SIS URE for the IIF constellation with mixed Cs and Rb 
clocks is exDected to be somewhere between the IIF Cs and IIF Rb curves. These results were 
obtained wlthout changing the filter or its tuning parameters. 

Age o f  data (hours) 

Figure 3. Projected GPS SIS URE 
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By comparing curves with IIR Rb and the perfect clock, it is evideflt that ephemeris and other 
errors dominate GPS SIS URE if the GPS Block IIF Rb or better clock is used. With IIF Rb 
or better clock, it offers an opportunity to reduce further the projected GPS SIS range accuracy 
by: 

1. Retuning the Kalman filter 
2. Improving multi-path mitigation and atmospheric modeling at the monitor stations 
3. Identifying and estimating the errors not being modeled currently 
4. Improving ephemeris estimation and prediction accuracy 
5. Others. 

Once the SIS URE range accuracy is improved by addressing the issues suggested above, it 
might become evident that the SIS URE can be further reduced with a much better clock. 
This shows that development of better clocks is a necessary first step to further improve the 
SIS URE. 

5. COMMENTS ON THE PROJECTED GPS SIS URE 

The IIF current baseline is to operate satellites in the cross-link navigation update mode with 
a minimum update rate of once every 3 hours. It is seen from Figure 3 that the SIS URE 
for the IIF with Cs and Rb clocks and with age of data of 3 hours are 0.58 m and 0.40 m 
respectively. To achieve the ORD range threshold of 1.5 m, the UEE allocation can be 1.38 m 
and 1.45 m for IIF with Cs and Rb clocks respectively. These UEE budgets can be met with 
today’s user equipment technology, so the ORD range accuracy threshold can be achieved with 
today’s technology. 

In the 1999 ORD a benchmark user with user equipment error (UEE) of 0.8 m (rms) is 
assumed to specify the GPS range rms accuracy threshold of 1.5 m. Since UEE of 0.8 m is 
already greater than the ORD range accuracy objective of 0.5 m, it is obvious that further 
user equipment development and improvement are needed in order to meet the ORD range 
accuracy objective. 

When the GPS Block IIF cross-link system works properly without interference and degradation, 
it is conceivable that the constellation can be refreshed every OCS Kalman cycle, i.e., every 
15 minutes. Assuming that more advanced GPS receivers become available in the future, the 
projected signal-in-space accuracy as a function of age of broadcast data, as provided in Figure 
3, can be used to see whether the ORD objective can be achieved. Based on the projected 
SIS URE as shown in Figure 3, the allocation of the UEE to achieve the ORD range accuracy 
objective of 0.5 m is plotted in Figure 4. 

It is evident that from Figure 4 that: 

1. GPS with IIF Rb clocks can support ORD range objective with 3-hour cross-link updates if 
UEE is 0.3 m or less, 
2. GPS with IIF Rb clocks can support ORD range objective with 15-minute cross-link updates 
if UEE is 0.43 m or less, 
3. GPS with IIF Cs clocks can support ORD range objective with 15-minute cross-link updates 
if UEE is 0.39 m or less, 
4. GPS with IIF Cs clocks can support ORD range objective with 1.1-hour cross-link updates 
if UEE is 0.30 m or less, and 
5. GPS with IIF Cs clocks cannot support ORD range objective if the cross-link update is 
2.2-hour or longer. 
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Figure 4. User Equipment Error (UEE) Allocation 

6. CONCLUSIONS 

1. Development of new space clocks is well underway. Digital Rb clock and Optically Pumped 
Cs clock could be ready for future GPS application in 2007, and JPL LITS could be ready in 
2009. 

2. The projected SIS URE based on the IIF Rb clock shows that development of advance 
clocks is the first step in improving GPS user range accuracy. 

3. Improvement of current IIF cross-link system and development of more advanced GPS 
receivers are needed to meet the ORD range objective of 0.5 m and bejlond. 

the future GPS satellites,” Proceedings of ION-GPS-96. 

Plan, ” dated 7 July 1998. 
[2] R. Beard 1998, GPS Advanced Clock Roadmap Program, Preliminary Program 

[3] W. Buell, Y.  Chan, and B. Jaduszliwer 1999, “New clock technologies, ” an Aerospace 

[4] M. Garvey 1999, “Optically pumped cesium atomic clock for  space applications,” 

interoffice correspondence to Andy Wu, dated 13 January 1999. 

s n  iincnliritod nrnnncal tn NRT. frnm natiim-Rmrmllr d a t d  31 nrtnhor 1 QQQ 
-LA u - A Y V I A v - u ” -  y””y’”””’ V V  A . & U Y  I I V I I I  u - , , u * A A  u ” . ” I ~ J ,  u - u v u  -L V V V V U V L  A”””. 

[5] Y. Chan, and W. Buelll999, “Comments o n  F T S  optically pumped Cs beam clock 
proposal, ” an Aerospace interoffice correspondence to Andy Wu, dated 29 October 
1999. 

397 



[6] B. Jaduszliwer 1999, “Datum/FTS optically pumped cesium atomic clock for 
space applications, ” an Aerospace interoffice correspondence to  Andy Wu, dated 10 
November 1999. 

[7] R. Beard 2000, “Testing of the new technology cZock,” Powerpoint charts, dated 

[8] H. Bernstein 1983, “Calculations of User Range Error (URE)  variances from a 
Global Positioning Satellite (GPS), ” The Aerospace Corporation TOR-0083 (3476- 
02)-1, 20 June 1983. 

10 March 2000. 

398 



Questions and Answers 

MICHAEL GARVEY (Datum): Andy, you had one of your slides which talked about contrib- 
utors to URE that were not clock-related. I wondered if you had put them in order of priority, 
and maybe if you could go back to that slide and comment what the really big ones are. 

ANDY WU: Oh, I see that. What we should do? 

GARVEY: Yes, that is the one. Are those in order of priority and maybe could you put-? 

WU: I think so, yes. We can do this, and this is not easy. We cannot do that, I guess, monitor 
cesiums, the receiver guy has to do that, and just send it down. 

THOMAS CLARK (NASA Goddard Space Flight Center): I am surprised, and perhaps others 
are, that for the IIF satellites the rubidium is showing a factor of two to three or so better 
than the cesiums. Is it that the performance has been tuned for 
short-versus-long term? 

WU: That is just on the test results. 

CLARK: Okay, so this is the actual implementation of the hardware? 

WU: Yes, it is. 

CLARK I was wondering if there was some new breakthrough in rubidium physics that 
accounted for this rather than- 

WU: I guess the rubidium for the 2-hour today was showing something like this. So it is no 
surprise to us that they did that. It is better than the cesium today. Most rubidiums are, 
surprisingly enough. Also, in the 2-hour rubidiums, there is a mechanism for them to get rid 
of the frequency drift and the frequency offset. So in 2 hours a rubidiums look just like a 
cesium. The drift is small; it has been removed now. 

DENNIS McCARTHY (USNO): I am wondering, on some of these things that you showed 
us, the sources of error. Some of these issues have already been addressed to some extent 
by the International GPS Service in which they produced, characteristically, now operationally, 
orbits and even clocks that are much better than you typically see from anything available 
operationally from the operational GPS. Is there any effort at all in what you are describing 
here to make use of that capability that is provided by the IGS? 

WU: Yes, we are aware of them. Most of that would be incorporated by the OCS, but slowly. 
It is not high priority right now; there is something else to worry about. 

McCARTHY: When you say slowly, how slowly? 

WU: Three or four years, unfortunately. It takes a long time. They have other problems to 
worry about. 

I’ a little curious why. 
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Abstract 

The Global Positioning System (GPS) signal is now the primary means of obtaining precise 
time to an internationally accepted standard. Precise timing applications have become dependent on 
this space-based source of precise time and, therefore, depend on the constellation of satellites that 
provide it worldwide, anytime. This paper describes the efforts by the GPS Joint Program Ofice 
within the U.S. Department of Defense to modernize the GPS signal services to meet future military 
and civil user requirements. GPS timing users and timing receiver developers and integrators need 
to be aware of these new capabilities and when they will be available. This paper starts with a 
brief review of the system design and an overview of the current constellation status. The GPS 
Modernization program to modify the current block of satellites being placed into service and the 
next generation currently in design to provide additional system capabilities will be described. Next, 
the paper discusses the GPS-111 program to look at future user requirements beyond the next 20 
years for precise positioning and timing services. The paper summarizes what these new capabilities 
will mean to the GPS timing users and provides some suggestions on what GPS timing users can do 
to make theirfuture needs known. The paper concludes with some challenges to the user community 
to support the continued mission of GPS to provide precise positioning and time to all users free of 
direct charge. 
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GPS OVERVIEW 
I GPS Space Systems 

24-satellite (nominal) 
constellation 
Six orbital planes, four 
satellites per plane 

. Semi-synchronous, circular 
orbits (-1 1,000 mi) 

1 GPS Operational control Segment I 

Grovnd Monitor 
A n p n a  $atiOtl 

Master Control 
Station (Schriever AFB) 

4 

I i 

Master Control Station (MCS). Satellite control; system operations 
Alternate Master Control Station (AMCS): Training; back-up (VAFB - FY04) 
Monitor Station (MS): Collect range data, monitor navigation signal 

+ NlMA Tracking Station (13): Collect range data, monitor navigation signal 
* Ground Antenna (GA): Transmit data/commands; collect telemetry 
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GPS User Equipment (UE) I 

I. Combat Survivor/Evader Locator (CSEL) 
2. GPS Receiver Applications Module (GRAM) with 

SAASM 
3. Selective Availability Anti-Spoofing Module (SAASM) 12. Receiver OH (MIL-STD-1553) 
4. Precision Lightweight GPS Receiver (PLGR) 
5. FRPA Ground Plane (FRPA-GP) 14. Receiver 3A 
0. Standard Control Display Unit (CDU) 
7. Receiver 3 s  16. Antenna Electronics AE-IIAE-IA 
8. GPS Antenna System (GAS) -1 

9. Controlled Radiation Pattern Antenna (CRPA) 
I o .  Fixed Radiation Pattern Antenna (FRPA) 
11. Miniature Airborne GPS Receiver (MAGR) 

13. Receiver UH (ARINC 429) 

15. Antenna Electronics AE-4 

17. Embedded GPS I INS (EGI) 
18. Doppler-GPS Navigation System (DGNS) 

CONSTELLATION STATUS 

b 

Y 

a 

a 

23 Block II/IIA operational satellites 
- Block IIA life expectancy was extended two 

years (to 10.68 years) 
5 Block IIR satellites on orbit 
- Last launch 10 Nov 00 
- 16 of 21 Block IIR satellites available 
- Modernizing up to 12 Block IIR satellites 

Next Launch: 30 Jan 01 

Tentative launch dates: Jun 01 
Continuously assessing constellation health 
to determine launch need 
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I GPS Constellation Snapshot 
I Solid Bars Operating Satellite I 

12.00 

10.00 

8.00  
+II .- e 
0 

6.00 

L? m 
4.00 

2.00 

0.00 

RECENT PROGRAM CHANGES 

Vice Presidential Announcements 
Second And Third Civil Frequencies 

“Enhancements to the Global Positioning System that 
will Benefit Civilian Users Worldwide” - 30 Mar 98 
- Second civil signal on L2 at q227 MHz 

* Improve accuracy of the overall system 
Redundant signal for safety critical users 

- Third civil signal for safety of life services by 2005 at 

- New signals intended to be added to the Block IIF satellites 
“New GPS Modernization” Initiative - 25 Jan 99 
- Location of third civil frequency at 1176.45 MHz 
- Spectrum allocated for Aeronautical Radio Navigation 

- Beginning with a satellite scheduled for launch in 2005 

frequency to be determined 

Services (ARNS) 
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I Use Of Selective Availability (SA) 
Discontinued 

Presidential Decision - I May 00 

US stopped the intentional degradation of the GPS signals available 
to the public (called Selective Availability or SA) on 1 May 00 
Decision based on a recommendation by the SecDef 
- In coordination with the Departments of Transportation, Commerce, 

the Director of Central Intelligence (DCI), and other Executive Branch 
Departments and Agencies 

- Worldwide transportation safety, scientific, and commercial interests 
could be best served by discontinuation of SA 

- Supported by threat assessments which conclude that setting SA to 
zero at this 'time would have minimal impact on national security 

- Demonstrated capability to selectively deny GPS signals on a regional 
basis when our national security is threatened 

Increase in accuracy will allow new GPS applications to emerge 
and continue to enhance the lives of people around the world 

SA is off!! 
1 I 

Whv Modernize GPS? 
Better support the warfighter in the evolving threat - . .  
environment 
- More signal power = more anti-jam 
- More secure new military code structure 
- More User Equipment anti-jam capability = more protection 
- Better able to deny an enemy use of GPS 

Joint Requirements Oversight Council (JROC) 
validated requirements in Jun 99 

Better support to civil GPS customers 
- New civil signals for improved accuracy, integrity and 

continuity of service = robustness 
- Global utility = economic enabler 

Presidential Decision Directive - Mar 96 
Vice Presidential Announcements - Mar 98 and Jan 99 
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GPS MODERNIZATION PROGRAM 

Block IIR- Modified Satellites 
L I 

L2 Enhancements 
Ll Enhancements 

Increased P(Y) code 
power 

Increased CIA code 
power 

New ME code at 
higher power than 
the upgraded P(Y) 
code 

- Two new military signals (M,on L l  and L2) 
- One new civil signal (C/A code on L2) 

- Increased power on all existing navigation signals (no changes 
required to batteries or solar arrays) 

Increased P(Y) code 
power 

New CIA code with 
increased power 
over the current CIA 
code power levels 

higher power than 
the upgraded P(Y) 
code 

New ME code at 

L2 Enhancements 

New ME code added 

C/A code added 

Complete definition of New ME code added 

Complete definition of 
all new capabilities 
pending detailed 
design decisions 

all new capabilities 
pending detailed design 

New robust Civil Signal 

I .- 

Two new miiifary signals (Meart J L I  and L2 
Two new civil signals (CIA on L2 starting wifh 
Block IIR - Modified and new civil code on L5) 

Could increase power on some of fhese signals 
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Incremental software versions and hardware 

I GPS Operational control Segment I 

u2grades to support modernization requirements __ 

_I_ 

bse r  Equipment Modernization P a t q  

Near Term Future 

Open system architecture 
allows easier upgrades for future capabilify 
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GPS Modernization and GPS-I I I 
Program Approval 

1 

Operational Requirements Document (ORD) signed 
Amendment to President’s Budget (PB) sent to Congress 
Congressional approval for GPS Modernization and 

- Block IIR Modification letter contract awarded - Aug 00 
- Block IIF Undefinitized Contract Change for Modernization 

- GPS-Ill Systems Architecture and Requirements Definition 

GPS-Ill Program as “New Starts” received 

development issued on current contract - Aug 00 

(SARD) Phase contracts for GPS-Ill competitively awarded to two 
contractors - Nov 00 

I GPS 1 1 1  Program 

lrrvolves lQQkir7g at 
the whole system 

Space 
* Control 

User Equipment 

L2 Enhancernents 
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- GPS 1 1 1  Program Objectives 
L 

Ensure best GPS system for the nation for the next 30 years 

Plan and grow system capabilities to meet future user 
needs for precise positioning and timing services 

-+ GPS ORD objective values as the target 
Procure most cost-effective system to meet future 
military and civilian requirements through 2030 
- Reduce Total Ownership Costs 
- Conscientious cost - benefit analyses for future requirements 

Make optimal use of system augmentations and 
corn p lemen t a ry systems 
Re-look at entire GPS system architecture 
- Identify system-level trades for all system segments - space, 

control segment and user equipment 

- GPS 1 1 1  Program Approach 

System Architecture / Requirements Definition (SNRD) 
- Space,, UE and OCS system-level trades - open, iterative process 
- Define system architecture to lead into a System Requirements 

Preliminary Design and Risk Reduction (PDIRR) 
- Competitive Source Selection after SAlRD phase 
- Two qualified sources compete for system design to reduce risk 

Review (SRR) 

in Engineering, Manufacturing and Design (EMD) phase 
EMD / Production 
- Down-select to single contractor at Preliminary Design Review 

- Conduct risk analysis for EMD 
- Solidify EMD Phase strategy 

(PDR) - FY03 

Three phase approach - 
flexible, allows future changes, reduces risk 
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WHAT DOES THIS MEAN TO THE GPS TIMING USER? 

I System-Level Time Transfer 
Accuracy Requirements 

System Operational Requirements Document (SORD) Jan 90 

Time transfer data in the in the UTC coordinate system 
for Precise Time and Time Interval (PTTI) 

for Global Timing System users 
with an error of less than 100 nsec (1 -sigma) 

and availability of 0.98 (Para 4.1.1.1 .c) 

Operational Requirements Document (ORD) 
I AFSPC/ACC 003-92-1/11/111 - Global Positioning System - Feb 00 I 

... the OCS shall maintain a steady state (sampled over 1 year) 
time transfer accuracy of the GPS signal to 

an error of less than or equal to 
20 nsec (95 percent) relative to UTC(USN0) (threshold) and 

I O  nsec (95 percent) relative to UTC(USNO)(objective) 
Key Performance Parameter (KPP) (Para 4.1.10. I ) 

1 GPS Modernization and GPS-Ill I 
1 implications for the Timing Users I 

More anti-jam resistance - higher signal power 
More secure access to the rnilitary code - m-code 
Faster PPS signal acquisition - m-code 
Separation from civil signal service - rn-code 
Backward compatibility with current signal architecture - m-code 
More anti-jam resistance - higher signal power 
More accurate time transfer - GPS-Ill system architecture 

-__________ ___ ____ 

1 Civil User 1 
More interference resistance - higher signal power 

-- spectrum protection for L 
More robust signal service - CIA code on L2; L5 signal 
More accurate time transfer - SA off 

___- I More accurate time transfer - GPS-Ill syslem archit 
-____ 
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1 Modernization Impacts on the User 1 
Backward compatibility 
- New capabilities will not interfere with current capabilities 
- Current signal services will continue to be supported 
- Changes will be required to take advantage of new capabilities 

Equipment changes required to take advantage of 
capabilities offered by new signal architectures 
- M-code capable user equipment for the military user 
- Dual frequency CIA code and L5 capable civil receivers for civil 

applications requiring more robustness of service 
Start planning now for transition to future capabilities 
- M-code / C/A-code on L2 - IOC 2008; FOC 2010 
- L5 - IOC 2014; FOC 2016 

9 Participate through the formal DoD requirements process 
- Using Command - mission needs (MNS) 
- USNO -- DoD Precise Time/Time Interval (PTTI) manager 
- AFSPC - GPS operational requirements (ORD) 

(7 Civil 

Participate through the more informal civil requiretnents process 
- DoD I DOT Interagency GPS Executive Board (IGEB) - individual 

agency requirements processes 
- GPS Civil Signal Interface Committee (CGSIC) 
- Federal Radio Navigation Plan (FRN P) coordination process 

- GPS Industry Council (GIC) 
- Radio Telecommunications Committee - Aeronautical I Maritime 

(RTCA/ RTCM) 

Take active role industry / professional associations 

J 
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CHALLENGES 

- GPS JPO Challenges 

- GPS User Challenges 

Maintaining a healthy constellation while adding 
system ca pa bi I i t ies 
- Constellation sustainment strategies 
- Operational Control Segment (OCS) upgrades 
- Testing / validating new signals - design and operations 

Adequate expression of future GPS user needs - 
military and civil 
- Best way to understand military operational needs and civil 

Flexibility in procurement strategies to allow for future 
growth 
- Ability to forecast GPS user requirements through 2030 

Reducing Total Ownership Costs 
- Weigh costs and benefits to make the right system trade-offs 

“value added” needs 

Promote compatibility among precise positioning and 
timing services; protect critical frequency spectrum 
- Use current system capabilities to the maximum extent - 
be innovative and creative! 
Advocate military and civil future requirements 
- Take an active role in the formal requirements processes 
- Leverage informal involvement and professional activities 

Plan to use future GPS capabilities to the fullest extent 
Build strong military and civil advocacy for precise 
positioning and timing services and applications 

Innovate!! 
... use GPS to its fullest capability 

413 



Questions and Answers 

HUGO FRUEHAUF (Zyfer, Inc.): How much is JPO interfacing with the Galileo folks? 

CAPT. STEVEN RAJOTTE: Actually, I refer that to Don Latterman, who works for SAIC. 
He’s our lead technical for the GPS modernization program. 

DONALD LATTERMAN: Actually, we are working a lot with the Galileo folks informally. The 
State Department right now is handling formal negotiations with the EU on Galileo, and we 
have been participating actively in that process. However, we have had some informal tactical 
discussions, one on one with the EU, trying to come to agreement on common standards 
and put some issues on the table in terms of inter-operability and common standards in 
architectures. The State Department is really taking the lead on that. We follow technically 
and programmatically; however, the political environment works the issues. Then we’re following 
State’s lead on that. 

FRUEHAUF How much complaining are you getting from Galileo concerning the increase to 
power on M-code since the original level of GPS was very carefully selected for tons of reasons 
as to its spectrum noise? 

LATTERMAN: Well, obviously right now, we are looking at the influence of higher-power 
requirements across the board, not only as far as interfering with the Europeans, but also 
looking at how that is compatible with our current both military and civil architectures. The 
20 additional dB spot beam is being deferred to GPS 111, so we can really look at that whole 
architecture and all those issues that we would also look at in the consideration for Galileo. 
We kind of pushed that decision out as far as to whose systems’ architecture is concerned so 
as to take a hard look at it. 
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Abstract 

Very-narrow-band Global Positioning System (GPS) receivers have recently been proposed in 
order to help mitigate the eflects of scintillation. This paper will revisit the stability requirements 
placed on the local oscillator of such receivers. 

INTRODUCTION 

The need to have good local oscillator short- and medium-term stability for phase tracking 
receivers has been well documented, especially for space communications [l]. Recently there 
has been great interest in improving the tolerance of WAAS/GPS Reference Station receivers 
to the effects of ionospheric scintillation in order to improve their robustness. One means that 
has been suggested to accomplish this is to narrow the bandwidth of the receiver. Morrissey 
et al. [2] undertook a study to quantify scintillation effects, through simulation, on a WAAS 
reference receiver in order to determine optimum estimates for certain key parameters, such as 
loop bandwidth, discriminator type, and tracking loop order that would maximize performance 
of the receiver. 

However, one parameter that was not varied or simulated in their study was local oscillator 
stability. Obviously, this was because an atomic frequency standard, similar to the one used at 
the WAAS Reference Stations, was used as the local oscillator for the receiver being tested. 
But it must be kept in mind that the short-term performance of a local oscillator plays a 
more significant role when estimating the performance of a narrow bandwidth receiver than 
long-term performance. It should also be kept in mind that the short-term performance of an 
atomic frequency standard depends solely on the performance of the crystal oscillator selected 
by the manufacturer of the atomic frequency standard. The short-term performance of an 
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atomic frequency standard will be dominated by the performance of the crystal for up to several 
seconds, depending on the attack time of the cesium standard in quesfion. 

Studies by Van Dierondonck and Hua [3] have shown that selection of a local oscillator for 
a Scintillation Monitor Receiver is very critical to its performance. Several types of ovenized 
crystal oscillators of different cuts (SC and AT) and different fundamental frequencies were 
evaluated before one was chosen for their purposes. 

The use of receivers with narrower bandwidths seems to be on the increase for many applications. 
Therefore, it was thought that a short note showing the effects of oscillator stability, more 
properly instability, on receiver phase-lock loop (PLL) performance would be helpful. It is 
noted that PLL performance is linked directly to oscillator performance. Several types of input 
disturbances cause a certain jitter in the error detector of the tracking loops. It has been 
observed that PLL tend to loose lock when the phase jitter out of the error detector exceeds 
1 radian [4]. 

MEASUREMENT ERRORS 

The dominant sources of phase error in a GPS receiver PLL are phase jitter and dynamic 
stress error [SI. The 3a values of this PLL error and its rule-of-thumb tracking threshold are 
computed by: 

where: 

oj = lo phase jitter from all sources except dynamic stress error, and 
e, = dynamic stress error in the PLL tracking loop. 

Equation (1) shows that the dynamic stress error is a 3o effect and is additive to the phase 
jitter. The phase jitter is the root-sum-square of every source of uncorrelated phase error, such 
as thermal noise and oscillator noise. Oscillator noise includes both jitter induced by vibration 
and jitter caused by oscillator instability. The 1-sigma (o) rule of thumb for the PLL tracking 
error is given by: 

where: 

ot = 1-sigma thermal noise in degrees, 
C T ~  = 1-sigma vibration-induced oscillator jitter in degrees, and 
o~ = Alan-variance-induced oscillator jitter in degrees. 

Fuchser [4] has shown that the equation for the short-term Allan variance for a second-order 
PLL is 

where: 
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A0 = root mean square jitter into phase discriminator due to oscillator (rad), 
wL = L-band input frequency = 2pfL (radhec), and 
T = short-term stability gate time for Allan variance measurement (sec). 

The equation for a third-order PLL is similar: 

If the Allan variance has already been determined for an oscillator for the short-term gate 
time, t, then the Allan-deviation-induced jitter in degrees can be computed from the above 
equations. The short-term gate time used in the Allan variance measurement must be evaluated 
at the noise bandwidth of the carrier loop filter T = l/Bn. Rearranging terms, we get for a 
second-order PLL: 

and for a third-order PLL, we get: 

OSCILLATOR INSTABILITY 
In order to evaluate Equations (5) and (6), data for a number of oscillators was obtained from 
[6] and manufacturer’s specifications. Data obtained from [6] were for a poor quality crystal 
and a high quality crystal. The specifications for one manufacturer of a cesium frequency 
standard also contained the short-term performance of its crystals. Its performance fell in 
between that of the high and poor quality crystals, as indicated in Figure 1. The specifications 
of a second manufacturer did not contain the short-term performance of its crystals used in its 
standard, but it is assumed that it would be comparable in performance to that of the other 
manufacturer. The data used in this study are shown in Table I. Figure 1 is a plot of these 
values . 

Table I - Sigma (Allan variance) for various values of tau (interval) for five different kinds of 
frequency standards. These include a high quality crystal oscillator, one of not so good a quality, 
a cesium frequency standard from one manufacturer, and two cesium frequency standards for 
a second manufacturer, one a high performance standard and one a normal standard. 
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Figure 1 - Graph of the Allan variances for five different kinds of frequency standards. These 
include a high quality crystal oscillator, one of not so good a quality, a cesium frequency standard 
from one manufacturer, and two cesium frequency standards for a second manufacturer, one 
a high performance standard and one a normal standard. 

\ 

DISCUSSION 

Values of the Allan variance for a representative number of samples corresponding to various 
values of receiver bandwidth were derived from the tabular data contained in Table I. Tables 
11-V show the values of the Bandwidth for which the values of T and the corresponding values 

L1 Theta A 2 
Hiah Med Poor 

Table I1 - Values of the Allan-variance-induced oscillator jitter. Values were computed for a 
second-order PLL (eA2) and the GPS L1 frequency using Equation (5). 
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of the Allan-variance-induced oscillator jitter were computed using Equations ( 5 )  and (6). The 
computations were done for second- and third-order PLL and both GPS frequencies, L1 and 
L2. 

1 
0.2 

0.05 

(BandwidthlTau JL1 (Theta A 3 I I 

1 .oo 0.018 0.884 8.839 
5.00 0.088 4.420 44.197 
20.00 1.71 6 3.330 166.1 30 

Table I11 - Values of the Allan-variance-induced oscillator jitter. Values were computed for a 
third-order PLL (eA3) and the GPS L1 frequency using Equation (6). 

(Bandwidth 1Tau IL2 ITheta A 2 I I 
High 

0.01 4 
0.10 0.009 0.21 2 8.839 

0.33 0.01 9 

Table IV - Values of the Allan-variance-induced oscillator jitter. Values were computed for a 
second-order PLL (eA2) and the GPS L2 frequency using Equation (5). 

L2 Theta A 3 
Hiah Med Poor I 

Table V - Values of the Allan-variance-induced oscillator jitter. Values were computed for a 
third-order PLL ( B A 3 )  and the GPS L2 frequency using Equation (6). 
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From Tables 11-V it is obvious that the values of the oscillator-induced jitter arising from the 
poor crystal oscillators is greater than 15 degrees. This amount of jitter should be sufficient to 
cause the receiver carrier-tracking loop to lose phase lock. It should be pointed out that the 
oscillator-induced jitter is a very small order effect to the code tracking loop and that both the 
code and carrier tracking loops must be tracking in order for a GPS receiver to maintain lock. 

However, it is not immediately obvious that the listed amount of oscillator-induced jitter for the 
crystal oscillators associated with a cesium-beam frequency standard would be large enough to 
induce a receiver to lose lock. Obviously, a reference oscillator with a short-erm Allan deviation 
characteristic that is more than an order of magnitude worse than this example will cause PLL 
tracking problems, as the data in Tables 11-V indicate. In this case, it would depend on the 
magnitude of other forms of contributing jitter, such as thermal noise and vibration-induced 
jitter. For the WAAS Reference Station receivers, vibration jitter should not be a large factor, 
since the receivers are located in a relatively benign environment. It should be kept in mind 
that some tracking loop disturbances could be tolerated if the tracking loop bandwidth is large 
enough to track these disturbances. For high quality crystals there should never be a problem 
of oscillator-induced jitter causing loss of lock in a GPS receiver. 

It should also be pointed out that a frequency-locked loop (FLL) is very insensitive to oscillator- 
induced jitter. Some receivers derive delta range measurements from a receiver carrier-tracking 
loop operating in FLL. However, these measurements are about an order of magnitude (or 
more) less accurate than from a PLL. The best solution, as pointed out in [8], is an FLL-assisted 
PLL. 

CONCLUSIONS 

It is obvious that poor crystals should not be used with narrow bandwidth systems. However, 
the user must exercise caution in putting together a system that includes atomic frequency 
standards. The user must carefully investigate the performance of the crystal that is being used 
within the atomic standard. The user must learn its short-term characteristics. The user must 
also investigate the thermal noise characteristics of the receiver that is being used and also 
investigate the environmental conditions in which the receiver will be located. Otherwise, it is 
likely that the user’s receiver will occasionally lose lock. 

Other system characteristics must also be investigated that have not been considered here. It 
should be pointed out that problems might arise when the carrier-to-noise power ratios (C/No) 
decrease toward the thermal noise threshold. 

In conclusion, the design of modern codeless receivers operate at a significantly reduced signal- 
to-noise ratio (SNR), which requires the tracking loop bandwidths to be extremely narrow 
[7]. Oscillator instability can be a significant factor and must be considered. The oscillator 
specification for Allan deviation is important for all receiver designs and must not be overlooked 
or assumed. 
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Questions and Answers 

HUGO FRUEHAUF (Zyfer, Inc.): You are speaking of the receivers at the WAAS stations, 
are you? 

WILLIAM KLEPCZYNSKI: Yes. 

FRUEHAUF You’re not speaking of general GPS receivers. 

KLEPCZYNSKI: Well, I think in general, we couldn’t do that. 

FRUEHAUF But your narrow bandwidth front end is the WAAS receiver? 

KLEPCZYNSKI: Right. But that is 
something I keep in mind because you go to the ION meetings, and they start talking about 
receivers, narrowing the bandwidth of the receivers, for all sorts of reasons, other reasons other 
than for simulations. But they should have to keep in mind the stability. 

This is the one specifically for the WAAS receiver. 
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Abstract 

Internet timekeeping has come a long way since first demonstrated almost two decades ago. In 
that era most computer clocks were driven by the power grid and wandered several seconds per 
day relative to UTC. As computers and the Internet became ever faster, hardware and software 
synchronization technology became much more sophisticated. The Network Time Protocol 
(NTP) evolved over four versions with ever better accuracy now limited only by the underlying 
computer hardware clock and adjustment mechanism. 

The clock frequency in modern workstations is stabilized by an uncompensated quartz or surface 
acoustic wave (SAW) resonator, which are sensitive to temperature, power supply and component 
variations. Using NTP and traditional Unix kernels, incidental timing errors with an uncompen- 
sated clock oscillator is in the order of a few hundred microseconds relative to a precision 
source. Using new kernel software described in this paper, much better performance can be 
achieved. Experiments described in this paper demonstrate that errors with a modern worksta- 
tion and uncompensated clock oscillator are in the order of a microsecond relative to a GPS 
receiver or other precision timing source. 

1. INTRODUCTION 
Several years ago the software algorithms to discipline the Unix system clock were overhauled to provide 
improved accuracy, stability, and resolution [SI. In addition, means were added to discipline the clock 
directly from a precision timing source, such as a GPS receiver or cesium oscillator. The software was inte- 
grated with several operating system kernels of the day and eventually adopted as standard in Digital 
Tru64 (Alpha), Sun Solaris, Linux,and FreeBSD. The best performance achieved with workstations of the 
day was a few hundred microseconds in time and a few parts-per-million (PPM) in frequency, so a clock 
resolution of one microsecond seemed completely adequate. 

With workstations and networks of today reaching speeds in the gigahertz range, it is clear the solution of 
several years ago is rapidly becoming obsolete. Improved modelling techniques have resulted in better dis- 
cipline algorithms which are more responsive to phase and frequency characteristics of computer clocks 
[3]. Faster processors and a standardized application program interface (API) allow more flexible and pre- 
cise timing of external signals [7].  Faster network speeds and lower jitter provide more accurate timekeep- 
ing over the Internet 1141. 

1. Sponsored by: DARPA Information Technology Office Contract F30602-984-0225 and Digital 
Equipment Corporation Research Agreement 14 17. 

2. David L. Mills is with the Electrical and Computer Engineering Department, University of Delaware, 
Newark, DE 197 16, mills @udel.edu, http://www.eecis.udel.edu/-mills; PouI-Henning Kamp is with 
the FreeBSD Project, Valbygrdsvej 8, DK-4200 Slagelse, Denmark. phk@freebsd.org. 
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This paper describes new algorithms and kernel software providing much improved time and frequency 
resolution, together with a more agile and precise clock discipline mechanism. It discusses the analysis and 
design of the algorithms and the results of proof-of-performance experiments. The software has been 
implemented and tested in all the kernels mentioned above and is now standard in the Linux and FreeBSD 
public distributions. 

The kernel software replaces the clock discipline algorithm in a synchronization daemon, such as the Net- 
work Time Protocol [6], with equivalent functionality in the kernel. It provides a resolution of 1 ns in time 
and .001 PPM in frequency. While clock corrections are recomputed about once per minute in the daemon, 
they are recomputed once per second and amortized at every tick interrupt in the kernel. This avoids errors 
that accumulate between updates due to the intrinsic hardware clock frequency error. 

The new software can be compiled for 64-bit machines using native instructions or for 32-bit machines 
using a macro package for double precision arithmetic. The software can be compiled for kernels where 
the time variable is represented in seconds and nanoseconds and for kernels in which this variable is repre- 
sented in seconds and microseconds. In either case the resolution of the clock is limited only by the resolu- 
tion of the clock hardware. Even if the resolution is only to the microsecond, the software provides 
extensive signal grooming and averaging to minimize reading errors. 

The remaining sections of this paper are organized as follows. Section 2 describes the characteristics of 
typical computer clock oscillators, which are based on the Allan deviation statistic used in the most recent 
NTP algorithms. Section 3 describes the software design, which is based on two interacting hybrid phase- 
locklfrequency-lock (PLLFLL) feedback loops. Section 4 describes the software implementation, which is 
integrated in the kernels mentioned above. Section 5 summarizes the results of proof-of-performance 
experiments which validate the claims in this paper. Section 6 concludes with suggestions for further 
improvements. 

, 

2. COMPUTER CLOCK CHARACTERIZATION 

In order to understand how the new kernel algorithms operate, it is necessary to understand the design of a 

any other protocol that provides periodic offset measurements, depends strongly on the stability of the 
clock oscillator and the precision of its adjustment mechanism. The clock frequency in modern worksta- 
tions is stabilized by an uncompensated quartz or surface acoustic wave (SAW) resonator, which is 
affected by temperature, power supply and component variations. The most significant affect is the tem- 
perature dependency, which is typically in the order of one PPM in frequency per degree Celsius. 

In typical computer clock designs the clock oscillator drives a counter that produces processor interrupts at 
fixed tick intervals in the range 1-20 ms. At each tick interrupt a software clock variable is updated by the 
number of microseconds or nanoseconds in the tick interval. The means used by the traditional Unix kernel 
to adjust the clock time is the adj time ( ) kernel routine, which causes a fixed value, typically 5 ~ s ,  to be 
added to or subtracted from the clock time at each tick interrupt. Thead j time ( ) function computes how 
long these increments must be continued in order to amortize the adjustment specified. In order to provide 
a frequency offset, the NTP daemon calls the adj  time ( ) routine at intervals of one second. Since the 
intrinsic clock oscillator frequency error can range to several hundred PPM, this can result in sawtooth-like 
time errors ranging to several hundred microseconds. This was the prime motivation to avoid the ad j - 
time ( ) routine and implement the clock discipline directly in the kernel. 

Almost all modern processors provide means to measure intervals for benchmarking and profiling. These 
means typically take the form of a processor cycle counter (PCC), which can be read by a machine instruc- 
tion. Upon receiving a request to read the clock, the kernel uses the PCC to compute the number of micro- 
seconds or nanoseconds since the last tick interrupt. Since the PCC and clock oscillator may not run at the 

\ typical computer clock and how the time and frequency is controlled. The accuracy attainable with NTP, or 
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same frequency and, in the case of multiprocessor systems, there may be more than one PCC, the kernel 
must carefully mitigate the differences and develop a stable, monotonically increasing timescale. 

It is well known that the behavior of an oscillator can be characterized in terms of its Allan deviation, 
which is a function of stability, interpreted as first-order frequency differences, and averaging interval [ 11. 
In order to determine this statistic for a typical uncompensated computer oscillator, sample offsets relative 
to a cesium standard were measured with the computer oscillator allowed to free-run over periods ranging 
from 1.5 to 10 days. These data were saved in files and later used to construct plots in log-log coordinates 
showing stability versus averaging interval. 

In [3] a simple model is developed which characterizes the performance of each individual time server. 
The model characterizes each combination of synchronization source and clock oscillator by two intersect-- 
ing straight lines in log-log coordinates. In general, network and computer latency variations produce jitter, 
which is modelled as white phase noise and appears as a straight line with slope -1 on the plot. On the 
other hand, oscillator frequency variations produce wander, which is modelled as random-walk frequency 
noise and appears as a straight line with slope +0.5. The intersection of the two straight lines is called the 
Allan intercept, which serves to characterize the particular combination of source and oscillator. It repre- 
sents the optimum averaging interval for the best oscillator stability. If the averaging interval is less than 
this, errors due to source jitter dominate, while if greater, errors due to oscillator wander dominate. 

The averaging interval is roughly equal to the frequency time constant used in the clock discipline algo- 
rithm, and this is related to the interval between NTP poll messages sent across the network. With a mini- 
mum poll interval of 16 s in the current NTP design, the averaging interval is about 4,000 s, which is on the 
high side of the optimum range, and the match gets worse with larger poll intervals. Thus, the best accu- 
racy is achieved at the minimum poll interval, but this may result in unacceptable network overhead. 
Therefore, when the NTP daemon is started, it uses a relatively small poll interval in order to respond 
quickly to the particular oscillator frequency offset, then gradually increases the interval to an upper limit. 
Depending on desired accuracy and allowable network overhead, the upper limit could be a small as a few 
seconds or as large as a day or more. 

A phase-lock loop (PLL) functions best with poll intervals below the Allan intercept where jitter predomi- 
nates, while a frequency-lock loop (FLL) functions best above the intercept where wander predominates. 
As the result of previous research [2][3], a hybrid PLLFLL clock discipline algorithm has been designed, 
implemented,and tested in the NTP version 4 software for Unix, Windows,and VMS. A kernel implemen- 
tation based on this design is described in the following section. 

.I 

3. SOFTWARE DESIGN 
The nanokernel software design is based on the NTP implementation, but includes two separate but inter- 
locking feedback loops. The PLLFLL discipline operates with periodic updates produced by a synchroni- 
zation daemon such as NTP, while the PPS discipline operates with an external PPS signal and modified 
serial or parallel port driver. Both algorithms include grooming provisions that significantly reduce the 
impact of source selection jitter or clockhopping and network delay transients. In addition, the PPS algo- 
rithm can continue to discipline the clock frequency even if other synchronization sources or the daemon 
itself crash. 

3.1 PLL/FLL Discipline 
The PLLFLL kernel discipline is specially tailored for typical Internet delay jitter and clock oscillator 
wander. However, the kernel embodiment provides better accuracy and stability than the NTP discipline, 
as well as a wider operating range. Both the kernel discipline and NTP discipline operate in the same man- 
ner except for one important detail. The NTP discipline uses the kernel adj t i m e  ( ) system call, which 
has an inherent resolution of 1 ps in time and 5 PPM in frequency and amortizes adjustments once every 
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second. The kernel discipline has an inherent resolution of 1 ns in time and .001 PPM in frequency and 
amortizes adjustments at every tick interrupt. 

B 0th the kernel discipline and NTP discipline operate 
as a hybrid of phase-lock and frequency-lock feed- 
back loops. Figure 1 shows the functional compo- 
nents of the kernel discipline. In the NTP discipline 
the components below the dotted line are imple- 
mented in the daemon. The phase difference Vd 
between the reference source 0,. and clock 0, is deter- 

- - _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ I  

Figure * 'lock Feedback 

mined by the NTP daemon. The value is then- 
groomed by the NTP clock filter and related algorithms to produce the phase update V, used by the loop 
filter in the kernel to produce the phase predictionx and frequency prediction y. These predictions are used 
to produce clock adjustment updates at intervals of 1 s which result in the correction term V,. This value 
represents the increment in time necessary to correct the clock at the end of the next second. The various 
performance data displayed later were derived from the phase update V,, since this is a common measuring 
point for both the daemon and kernel. 

The x and y predictions are developed from the phase 
update V, as shown in Figure 2. As in the NTP algo- 
rithm, the phase and frequency are disciplined sepa- 
rately in both PLL and FLL modes. In both modesx is 
the value V,, but the actual phase adjustment is calcu- 
lated by the clock adjust process using an exponential 
average with an adjustable weight factor. The weight 
factor is calculated as the reciprocal of the time con- 
stant specified by the API. The value can range from 
1 s to an upper limit determined by the Allan intercept. In PLL mode it is important for the best stability 
that the update interval does not significantly exceed the time constant for an extended period. 

In PLL mode, y is computed using an integration process as required by PLL engineering principles; how- 
ever, the integration gain is reduced by the square of the time constant, so adjustments become essentially 
ineffective with poll intervals above 1024 s. In FLL mode, y is computed directly using an exponential 
average with weight 0.25. This value, which was determined from simulation with real and synthetic data, 
is a compromise between rapid frequency adaptation and adequate glitch suppression. In operation, PLL 
mode is preferred at small update intervals and time constants, and FLL mode at large intervals and time 
constants. The optimum crossover point between the PLL and FLL modes, as determined by simulation 
and analysis, is the Allan intercept. As a compromise, the PLLFLL algorithm operates in PLL mode for 
update intervals of 256 s and smaller and in FLL mode for intervals of 1024 s and larger. Between 256 s 
and 1024 s the mode is specified by the API. 

Y 

Figure 2. FLL/pLL Prediction Functions 

* 
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3.2 PPS Discipline 
In order to reduce incidental errors to the lowest practical value, it is necessary to use a precision source, 
such as a GPS receiver or precision oscillator. The kernels mentioned above have been modified for this 
purpose. For serial drivers the PPS signal is connected to the DCD pin via a level converter; for parallel 
drivers the signal is connected directly to the ACK pin. A comprehensive API has been designed and 
implemented for this function. It is currently the subject of a Internet Engineering Task Force proposed 
standard [7] .  
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d X  
The PPS algorithm shown in Figure 3 is functionally 
separate from the PLLFLL discipline; however, the 
two disciplines have interlocking control functions 

as necessary. The PPS discipline is called at each PPS 
on-time signal transition with arguments including a 
clock timestamp and a virtual nanosecond counter 
sample. The virtual counter can be implemented using 
the PCC in modem computer architectures or a dedicated counter in older architectures. The intent of the 
design is to discipline the clock phase using the timestamp and the clock frequency using the virtual 
counter. This makes it possible, for example, to stabilize the clock frequency using a precision PPS source,- 
while using an external time source, such as a radio or satellite clock or even another time server, to disci- 
pline the phase. With frequency reliably disciplined, the interval between updates from the external source 
can be greatly increased. Also, should the external source fail, the clock will continue to provide accurate 
time limited only by the accuracy of the precision source. 

At each PPS on-time transitional the offset in the second is determined relative to the clock phase. A range 
gate rejects errors more than 500 ps from the nominal interval of 1 s, while a frequency discriminator 
rejects errors more than 500 PPM from the nominal frequency of 1 Hz; however, the design tolerates occa- 
sional dropouts and rejects noise spikes. The virtual counter samples are processed by an ambiguity 
resolver that corrects for counter rollover and certain anomalies when a tick interrupt occurs in the vicinity 
of the second rollover or when the PPS interrupt occurs while processing a tick interrupt. The latter appears 
to be a feature of at least some Unix kernels which rank the serial port interrupt priority above the tick 
interrupt priority. 

PPS samples are then processed by a 3-stage shift register. The median value of these samples is the raw 
phase signal and the maximum difference between them is the raw jitter signal. The PPS phase correction 
is computed as the exponential average of the raw phase with weight equal to the reciprocal of the calibra- 
tion interval described below. In addition, a jitter statistic is computed as the exponential average of the 
raw jitter with weight 0.25 and reported as the jitter value in the API. Occasional electrical transients due to 
light switches, air conditioners,and water pumps are a principal hazard to PPS discipline performance. A 
spike (popcorn) suppressor rejects phase out1 iers with amplitude greater than 4 times the jitter statistic. 
This value, as well as the jitter averaging weight, was determined by simulation with real and synthetic 
PPS signals. 

The PPS frequency is computed directly from the difference between the virtual counter values at the 
beginning and end of the calibration interval, which varies from 4 s to a maximum specified by the API. 
When the system is first started, the clock oscillator frequency error can be quite large, in some cases 200 
PPM or more. In order to avoid ambiguities, the counter differences must not exceed the tick interval, 
which can be less than a millisecond in some kernels. The choice of minimum calibration interval of 4 s 
insures that the differences remain valid for frequency errors up to 250 PPM with a 1-ms tick interval. 

The actual PPS frequency is calculated by dividing the virtual counter difference by the calibration interval 
in seconds. In order to avoid divide instructions and intricate residuals management, the calibration inter- 
val is always a power of 2, so division reduces to a shift. However, due to signal dropouts or noise spikes, 
either the length may not be a power of 2 or the signal may appear outside the valid frequency range, so the 
interval is ignored. The required frequency adjustment is computed and clamped not to exceed 100 PPM. 
This acts as a damper in case of abrupt changes that can occur at reboot, for example. 

PPS 

designed to provide seamless switching between them 4 Y  

Figure 3. PPS Discipline 

* 
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4. SOFTWARE IMPLEMENTATION AND OPERATION 
Figure 4 shows the general organization of the kernel 
software. Updates produced by the NTP daemon are 
processed by the hardupdate ( ) routine, while 

pps ( ) routine. The values in both routines are calcu- 
lated using extended precision arithmetic to preserve 
nanosecond resolution and avoid overflows over the 
range of clock oscillator frequencies from 50 Hz to 
above 1000 Hz. The actual corrections are redetermined once per second and linearly amortized over the . 
second at each hardware tick interrupt. In contrast to the NTP daemon, where most computations use float- 
ing-double data types, the kernel is limited to integer data types. 

Both the hardupdate ( ) and hardpps ( ) routines discipline the computer clock in nanoseconds in 
time and nanoseconds per second in frequency. There are two programs which implement the kernel algo- 
rithms, ktime. c and micro. c. The ktime. c program includes code fragments that implement the 
hardupdate ( ) and hardpps ( ) routines, as well as the ntp-gettime ( ) and ntp-adj time ( 1 
system calls that implement the API. The micro. c program implements a nanosecond clock using the 
tick interrupt augmented by the virtual counter described above. In its present form, it can be compiled 
only for 64-bit architectures. In this program the nano-t ime ( ) routine measures the intrinsic processor 
clock frequency, then interpolates the nanoseconds be scaling the PCC to one second in nanoseconds. The 
unavoidable divide instruction is the only one in the nanokernel software. The routine also supports a 
microsecond clock for legacy purposes. 

Since the PPS signal is inherently ambiguous, the seconds numbering is established by another NTP server 
or a local radio clock using the PLL/FLL discipline. The PPS frequency determination is independent of 
any other means to discipline the clock frequency and operates continuously. When the NTP daemon rec- 
ognizes from the API that the PPS frequency has settled down, it switches the clock frequency discipline to 
the PPS signal, but continues to discipline the clock phase using the PLLFLL algorithm. The sometimes 

given in the software documentation [8]. 

+ K a t *  

+ E r u p t  
PPS signal interrupts are processed by the hard- 

Interrupt Ovemow 

Figure 4. Kernel Clock Discipline 

* intricate mitigation rules that control the detailed sequencing are beyond the scope of this paper; they are 

5. PERFORMANCE EVALUATION 
Following previous practice [3], the ktime . c and micro. c routines have been embedded in a special 
purpose, discrete event simulator. In this context it is possible to verify correct operation over a wide range 
of operating conditions likely to be found in current and future computer systems and networks and which 
cannot be easily duplicated with in-situ implementations. It operates with internally synthesized data or 
raw data files produced by the NTP daemon during regular operation. For this purpose raw time offsets are 
recorded with NTP operating in an open-loop configuration and later played back to the simulator. Syn- 
thetic data having similar statistics are generated as described in [3]. The simulator can measure the 
response to time and frequency transients, monitor for unexpected interactions between the simulated 
clock oscillator, PCC and PPS signals, and verify correct monotonic behavior as the various counters inter- 
act due to small frequency variations. 

In order to calibrate the performance of the routines in a functioning system, they were implemented in the 
kernels for several architectures, including Alpha, Intel,and SPARC. Detailed performance data have been 
collected for three systems: Rackety is a busy SPARC IPC time server running SunOS 4.1.3 and connected 
to four radio clocks - dual redundant GPS receivers and dual redundant WWVB receivers. The PPS signal 
is derived from one of the GPS receivers. Churchy is a Digital Alpha 433au personal workstation running 
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cies. The interesting thing about this figure is that the 
jitter spikes are as often positive as negative. If due 

than a microsecond. 

rupt load produced by the multiplexor and network g-Ioo 

set spikes shown in Figure 6 are clearly the result of 

interface is severe, especially since the SPARC IPC is 
only a 25-MHz machine. The large negative time off- 

Time (hr) 

Figure 5. Time Offset for Hepzibah 

5 

Figure 7 shows the typical behavior for churchy, the 
fastest machine of the bunch. The PCC for this 
machine is derived from a SAW oscillator. Ordinarily, 
one would expect low phase noise from this type of 
oscillator, but the characteristics shown in the figure 
argue otherwise. To the trained eye, the characteristic $ 
is dominated by flicker noise. The source of this 
unexpected behavior is yet to be determined. 

30 

20 

I O  

6. CONCLUSIONS 
This paper demonstrates that modern computers can 
maintain nominal accuracy relative to precision time 
sources of a microsecond or two, assuming system- 
atic latencies due to signal conditioning, interrupt 
processing, and timestamp capture can be calibrated 
out. In order to achieve this level of performance, a 

Time (hr) 

Figure 7. Time Offset for Churchy 
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hybrid PLL/FLL discipline loop is used for NTP control together with separate time and frequency loops 
for PPS discipline. The level of performance is probably near the best that can be achieved with an unstabi- 
lized clock oscillator. Where a fast computer with precision hardware clock is available, the performance 
can be improved to the order of a few tens of nanoseconds at the API. This was verified using a machine 
where the system clock was derived from a rubidium oscillator and FPGA counter; however, this setup 
would not ordinarily be considered practical. The practical accuracy expectations of individual applica- 
tions will vary depending on the mix of applications and operating system scheduling latencies. 

Observations of the kernel disciplines in actual operation suggest a few areas where further improvements 
may be possible. One of these is the grooming algorithm used in the PPS discipline. The complexity of the 
median calculation increases rapidly with the number of register stages, which is only three in the current 
design. However, the NTP discipline operates in user space, so its resource commitments are more flexi- 
ble. The NTP daemon includes a PPS driver with a 60-stage register. The algorithm sorts the offsets, then 
iteratively trims off the sample furthest from the median until a prespecified fraction of the original Sam- 
ples are left. Finally, it presents the average of these samples to the kernel PLLFLL discipline. 

The PPS driver provides significantly less jitter than the kernel PPS discipline; however, the performance 
advantage due to the quick response of the kernel discipline is lost. While the current minimum daemon 
update interval is currently limited to 16 s in the interest of minimizing kernel overhead, it might be accept- 
able in fast machines to reduce that interval to 1 s. Should this be done, it would be practical to do almost 
all discipline loop processing in user space and move the per-second processing to the daemon, where 
more flexible processor and memory resource commitments are possible. 
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Abstract 

Although Coordinated Universal Time (UTC) is the time scale that is transmitted by almost all 
time services, this scale is awkward to use in the vicinity of a leap second. Many computer systems 
cannot represent the epoch corresponding to a positive leap second (23:59:60), and remain 
synchronized to UTC by stopping the clock at 23.5959 for I extra second whenever a leap 
second is to be added. This makes it impossible to assign unambiguous time tags to events that 
happen during this period. In addition, computing the length of a time interval that includes a 
leap second of either sign is d@icult because simply subtracting the two UTC time stamps at the 
end-points of the interval does not account for the time interval occupied by the leap second itselJ; 
To address these ksues, we have augmented the Network Time Protocol to allow a client system 
to reconstruct TAI from UTC and a table of leap seconds. This time scale has no discontinuity 
during the leap second. Intervals computed using TAI are unaffected by the additional time 
occupied by the UTC leap second, and the TAI time scale provides an unambiguous time tag to 
any event -- even one that happens during a UTC leap second. Although our solution is unique 
to servers that support the Network Time Protocol, it could be adapted to other time services and 
formats. Such systems could support time tags using either UTC or TM, and would signifiantly 
reduce the problems that result from using UTC alone. 

INTRODUCTION 

The time services operated by National Metrology Institutes and timing laboratories generally transmit time 
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signals based on a local realization of Coordinated Universal Time (UTC). These local time scales, which are 
identified as UTC(lab), are based on the UTC time scale computed by the International Bureau of Weights 
and Measures (BIPM). Since 1972, the rate of the UTC time scale has been equal to the rate of International 
Atomic Time (TAI), a time scale that is computed by the BIPM using a 1 worldwide ensemble of cesium 
clocks and hydrogen masers. The rate of TAI, in turn, is determined by the length of the second, which is 
defined based on the frequency of a hyperfine transition ip the ground state of the cesium atom. In addition 
to serving as the basis for the definition of time, this transition frequency plays a central role in setting the 
values for other fundamental constants of physics. 

The length of the day computed using the current value for the cesium second is somewhat shorter than the 
length of a day based on astronomical observations (specifically, the UT1 time scale). The difference is 
currently about 260 ms (a fractional difference of about 3 x 1 Os); if this difference were left uncorrected, UTC 
would gain somewhat less than 1 s per year relative to UTI. The rate of this divergence is increasing slowly. 

This time divergence is bounded by introducing “leap seconds’’ into UTC so as to keep the absolute 
magnitude of the difference between UTC and UT1 less than 0.9 s. (The leap second is not added to TAI, so 
that the difference between UTC and TAI is exactly an integral number of seconds.) Since the length of a 
UTC day is significantly less than the UT1 value, small variations in the length of the UT1 day do not affect 
the sign of the difference. Therefore, leap seconds have always been inserted into UTC, and this is likely to 
continue for the foreseeable future. However, the definition of the process also supports deleting seconds 
from UTC, should that ever be necessary. 

These leap seconds are usually added at the end of June or December; the most recent one was added to UTC 
at the end of 1998, and the difference TAI-UTC became 32 s at that time. No additional leap seconds are 
currently scheduled, although there will almost certainly be one announced during 200 1. 

THE PROBLEM 

The fast second of a normal UTC day is 235959, and the first second of the next day is 0O:OO:OO. When a 
leap second is to be added to UTC, an additional second, whose name is 23:59:60,is inserted between these 
two seconds. This procedure introduces two difficulties into timekeeping in general and computer-based 
timekeeping in particular. 

* 

~ 
The first problem is that most computers keep time internally in units of seconds since some epoch (such as 
0O:OO:OO 1 January 1970 UTC). (The conversion to and from other representations of the epoch is handled 
by the routines that display the internal value.) There is no way of representing 23:59:60 in this system, and 
most computer systems repeat the time value corresponding to 235959 instead. Although the internal clock 
remains synchronized to UTC once the leap second is over, this solution effectively stops the clock during 
the leap second and results in two distinct seconds having the same time stamp. 

The second problem is that an interval that includes a leap second is physically longer than a normal 
equivalent interval, but that difference is not reflected in a computation that simply subtracts the UTC time 
stamps at the end points of the interval. Measuring the rate of some physical process using the difference in 
UTC timestamps will therefore show a strange value whenever the interval includes a leap second. (This 
problem is not unique to leap seconds - leap years introduce the same problem in people’s ages.) 
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THE SOLUTION 

Since TAI has the same rate as UTC but has no leap seconds, applications that are affected by the two 
problems mentioned above can address both of them using timestamps derived from TAI instead of from 
UTC. Since these two scales always differ by an exactly integral number of seconds, it is a relatively simple 
matter to compute one from the other once the value of the difference is known. 

Although it would be possible to address these problems by switching digital time services to pure TAI, this 
is not desirable for several reasons. In the first place, the resulting change would disrupt the thousands of 
systems that are based on the existing UTC-based definition. In the second place, such a change would result 
in a significant (and ever-increasing) difference between timestamps transmitted by the digital time services- 
and normal civilian time, which will continue to be based on UTC to maintain its coordination with UTI. 
Therefore, we have implemented a solution which continues to be based on UTC timestamps, but which also 
contains the integer offset value between UTC and TAI to allow any client process to compute TAI as 
needed. Our solution is based on the Network Time Protocol (NTP), but the principles could be adapted to 
other protocols without great difficulty. 

The solution we have implemented contains three independent components: (1) publishing the epochs of 
past and future leap seconds, (2) transmitting this information from servers to their clients, and (3) 
supporting combined UTC and TAI time stamps within the client itself We discuss the details of each 
component in the following sections. 

PUBLIC LEAP-SECOND TABLES 

All of the public stratum-1 Internet time servers operated by NIST have a publicly-readable file that contains 
information regarding all known leap seconds since the current system was defined in 1972. The name of the 
file is leap-seconds.list, and it is in directory “pub”. (This filename is a link to a second file, located in the 
same directory, which contains the leap second data. The name of this other file is leap-seconds.<timeval>, 
where <timeval> is the time at which the file was last modified in units of seconds since 1900.0. This is done 
so that users can detect when the file has been modified without actually having to read the file itself or even 
retrieve it from the NIST server.) You can get the current version of this file using anonymous ftp to any of 
our time servers. If you use a web browser, the URL would be: ftp://<tirneserver>/pub/leap-seconds.list. 
The parameter <timeserver> is the name of any NIST-operated time server. (See our Web page 
www. boulder.nist,gov/timefreg/service/time-servers. html for a complete list.) For example, you could use 
the URL: 

\ 

I 

ftp://time-b.nist.gov/pub/leap-seconds.list 

to get the current copy of the table of leap seconds. 

The format of the table is described in the file itself. It is a simple text file. The symbol “#” introduces a 
comment, which continues from that point to the end of the current line. A line starting with #$ is a special 
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comment line. The parameter on this line gives the last modification date of the filein NTP format (Le., as a 
number of seconds since 1900.0). There will always be only one such #$ comment lines. The remainder of 
the file contains leap second data, one value per line. Two consecutive data lines in the current file are: 

3076704000 31 # 1 J u l  1997 
3124137600 32 # 1 Jan 1999 

The first value on each line is the epoch at which a new leap second was (or will be) introduced into UTC. 
This parameter is expressed in seconds since 1900 - the timestamp format used by NTP. The second value 
gives the difference between TAI and UTC starting at that epoch. The difference specified on each line is in 
effect until the epoch given on a following line, or into the indefinite future if there is no subsequent entry. 
(The remaining characters are a comment that gives the civil date corresponding to the epoch specified by the 
first value.) In each case, the second parameter is to be added to a UTC time stamp to produce the equivalent- 
TAI value. The correction affects only the integer-seconds portion of the NTP time stamp; the value of the 
seconds fraction is always unchanged. 

It is straightforward to compute the Modified Julian Day (MJD) number from an NTP time stamp. To 
convert, divide the NTP timestamp by the number of seconds in 1 day, and add 15020, the MJD 
corresponding to 1900.0. Thus 3 1241 37600/86400 + 15020=5 1 179, the MJD corresponding to 1 January 
1999. AI1 of these computations can be done using integer arithmetic, so that there are no issues of round-off 
or truncation. 

The International Earth Rotation Service (ERS) in Paris is responsible for announcing leap seconds, and 
NIST will modify the files on the servers as soon as we receive this notice from the IERS. Leap seconds are 
normally announced several months in advance, and all of the NIST servers would normally be updated to 
include the new leap second within one week of our receiving the announcement. It is extremely unlikely that 
users would have less than one month of advance notice for an upcoming leap second. 

TRANSMISSION FORMAT 

Version 3 of the NTP time format (see RFC 1305) does not support any additional time parameters beyond 
the UTC timestamps that are part of the basic protocol. However, the additional space needed to transmit the 
difference between UTC and TAI is supported by the general format “extension fields” specified for NTP 
version 4. These extension fields are in addition to (and are added at the end of) an unmodified 
unauthenticated old-style timestamp packet, so that using them does not break previous versions of the client 
software that does not expect them or know what to do with them. (However, an association that used the 
version 3 authentication mechanism will not be compatible with a server that uses the new format to transmit 
the UTC - TAI offset, since this offset value will be mistaken for part of the old-format authenticator. This 
shouldn’t happen in principle, since a version-3 client does not know how to ask the server for these data, 
and they are transmitted only if the client asks for them.) 

\ 

‘ 

The extension fields defined in NTP version 4 are placed between a version 3 timestamp packet and a 
terminating authenticator. Each extension field is a multiple of 4 octets (32 bits), and the total length of all 
extension fields is rounded up to the next multiple of 8 octets (64 bits). Many different types of extension 
field are defined. The most significant bit of the first octet always specifies whether the packet is a request 
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(0) or a response (I). The next bit is set in the response to indicate an error condition and is clear otherwise. 
The remaining bits of this octet specify the version number of the protocol; the format described here has 
been assigned a version number of 1. The second octet specifies the type of the request and the next 2 
specify the length of any associated data. The type that is relevant to this discussion is “TAI leap second 
table.” The details of the format are in [I]. 

To request the leap second table, a client sends a “TAI leap second table” packet (currently this is type 8) to 
the server with the response bit cleared (thereby indicating a request for data). The server responds with a 
table of 32-bit time stamps giving the times in NTP format when a leap second was (or will be) inserted. The 
table is in reverse chronological order - the time of the most recent leap second is transmitted first. The TAI 
- UTC difference associated with each of these time stamps is inferred from the transmitted length of the 
table, using the fact that the offset was 10 seconds when the current leap second system was instituted in 
1972 and must be increased by 1 s at the time specified by each subsequent entry. In addition, the response 
contains a timestamp showing when the table was generated. If the first entry in the response is less than this 
value then this entry specifies the current TAI - UTC difference. If the first entry is greater than the file 
timestamp, then the first entry represents a future leap second that has been announced,but whose effective 
date has not yet arrived. Normally, the current offset is one less than the value inferred from the table length, 
and the next entry will give the effective date of the current TAI-UTC time difference. If the server is not 
synchronized to an authenticated source then the timestamp field is 0. 

The extension field is terminated with a message authenticator code (MAC), which is designed to guarantee 
the provenance of the data. The authenticator is a message digest of the entire packet, and is computed using 
a 32-bit key value. Both symmetric-key and public-key methods can be used to authenticate the messages. 
The details are in [2]. While the authenticator is optional for a simple NTP time packet, it is required when 
an extension field is present. 

This implementation depends on two assumptions: (1) that leap seconds are always integral values and (2) 
that all leap seconds will be positive. Both of these are basic to the current definition of UTC, but neither is 
a fundamental unchanging truth. The first assumption was not true before 1972, for example, and this 
method cannot be used to represent dates before 1972 for that reason. The second assumption might change 

UTC were altered. This is not very likely in the short term, but neither the cesium definition nor the current 
method of calculating UTC will live forever. 

I if the current definition of the second changed, or if the way that definition is used to construct TAI and 

CLIENT IMPLEMENTATION 

The leap second table changes very slowly, and a client only needs to query a server infrequently - during a 
cold start and once a month or even less often during steady-state operation. Furthermore, a client could 
update its internal notion of the current offset value by incrementing it (or, in some future implementation, 
conceivably decrementing it) each time it executed its special internal leap second code. There are two 
different implementations, depending on how the client realizes the leap second. 

If the client implements the leap second by stopping its clock for one extra second at a time that is equivalent 
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to 23:59:59, then it must increment the TAI - UTC difference at the start of the second copy of this second. 
Thus,the internal state of the system would be: 

UTC Time System Time TAI-UTC value 
2 3 : 5 9 : 5 8  2 3 : 5 9 : 5 8  N 
2 3 : 5 9 : 5 9  2 3 : 5 9 : 5 9  N 
2 3 : 5 9 : 6 0  2 3 : 5 9 : 5 9  N + l  (the leap second) 
oo:oo:oo oo:oo:oo N+ 1 
0 0 : 0 0 : 0 1  0 0 : 0 0 : 0 1  N+l  

This is the more common case. On the other hand, if the client implements the leap second by stopping its 
clock for one extra second at a time that is equivalent to OO:OO:OO, then it must increment the TAI - UTC 
difference at the start of the second copy of this duplicated second. The internal state of the system in this. 
case would be: 

UTC Time System Time TAI-UTC value 
2 3 : 5 9 : 5 8  2 3 : 5 9 : 5 8  N 
2 3 : 5 9 : 5 9  2 3 : 5 9 : 5 9  N 
23:  5 9 :  60 0 0 :  00 :  00  N (the .leap second) 
oo:oo:oo oo:oo:oo N + l  
00:00:01 0 0 : 0 0 : 0 1  N+ 1 

The timestamp in the leap second file that is associated with this event is the value corresponding to the UTC 
time of 0O:OO:OO - that is, the first second after the leap second has been inserted. Based on the previous 
tables, a client process that uses the first method must increment its internal value of TAI-UTC when its 
internal clock reads one second before the time in the table (for the second time), while a client that uses the 
second method must increment its internal counter one second after the value of its internal clock reads the 
time in the table (for the first time). If the internal implementation includes a special flag which is set to 
indicate that a leap second is currently in progress, then the TAI - UTC difference can be incremented when 
that flag is set. In each case, the goal is to realize a time scale that does not show any discontinuity (either in 
time or time interval) across the leap second. 

Since maintaining the system clock is a kernel function in all operating systems, the easiest way to 
implement these strategies is to modify the kernel clock software and to add the additional location that holds 
the TAI - UTC time difference in the kernel address space. This is usually straightforward in principle, 
although it requires the source code of the kernel to realize it. 

* 

It is also possible to realize this system without modifying the kernel by defining a system-wide overlay to 
the kernel clock. This is obviously less desirable in principle and has not been done to our knowledge. 
Another solution (which was used in many older systems) is to implement the time adjustment associated 
with a leap second by adjusting the effective frequency of the system clock, thereby slewing the system time 
over some interval in the vicinity of the actual leap second. Since the maximum slew rate supported by most 
kernels is of order 0.1% or less, a system that implements this method will require several minutes to 
accommodate the leap second, and its clock will be wrong by a varying fraction of a second during this 
interval. The only advantage of this implementation is that it produces a system clock that never goes 
backwards, so that there is no problem with timestamps that violate causality. Since the system clock moves 
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backwards for only 1 second in the other implementations, this is not a strong enough advantage to outweigh 
the problem that the clock is wrong for several minutes following the leap second. 

The final aspect of the client implementation is the method that is used to provide the TAI - UTC time 
difference to a user process. In order to maintain backward Compatibility with applications that do not use 
this parameter, most implementations provide a separate system call which provides both the UTC 
timestamp and the TAI-UTC offset as part of a single structure. It is then a simple matter for any client 
process to compute the TAI timestamp. A client process that uses UTC timestamps simply ignores the TAI - 
UTC offset parameter. 

SUMMARY AND CONCLUSIONS 

We have designed a system that can support simultaneously transmitting both UTC and TAL A client 
process can use either or both of these time scales as appropriate - UTC where compatibility with other 
services or legal traceability is required and TAI where smoothness of time intervals and monotonic time 
stamps are more important. This dual system is fully compatible with the previous implementation of the 
Network Time Protocol, and servers that support these new capabilities can simultaneously provide 
timestamps in the old formats. Although our system is designed around the Network Time Protocol, it can 
be readily adapted to other formats. In particular, the list of leap seconds is publicly available from all of the 
NIST time servers, and access to this list does not depend on the Network Time Protocol or on the details of 
the system used by the client to realize its internal time scale. 

Even when the system fully supports the additional machinery for the TAI - UTC time difference, 
applications that reference the system clock directly without using the TAI correction will continue to 
operate in UTC as before. While these applications will use timestamps that are fully compatible with other 
civilian time services, they will have to cope with the discontinuity in time and in time interval in the 
immediate vicinity of each leap second. In particular, timestamps that are internal to the operating system 
(the modification time of a file, for example) will continue to be expressed in a time scale derived from UTC. 

Finally, we note that the user interface to the clock on most systems is designed so that consecutive requests 
for the system time will produce responses that are monotonically increasing - even if the increase is only 1 
in the least significant bit of the response. This design goal cannot be completely consistent with the 
methods described above that are used to realize a leap second, although the resulting time offset is almost 
always too small to be significant. 

* 

~ 
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Questions and Answers 

RICHARD SCHMIDT (USNO): Is it possible that your table could be limited to just two 
lines? Is it possible that your cache table of leap seconds could be limited to just two lines 
rather than the full historical table to limit the amount of data that you transfer? 

JUDAH LEVINE: There are only 20-odd leap seconds, so the table is going 20 inches long. 
Generally speaking, you are almost never going to be interested in historical value. You are 
going to want the current value, and maybe the next value. So, I would guess the table entry 
is maximum 20-something inches long and, more likely, 2 inches long. And that’s it. I think 
in our lifetime, there’s going to be 100 leap seconds, at most. After that, it is going to be 
somebody else’s problem. 

ROBERT LUTWAK (Datum): I have a question from the perspective of other manufacturers 
who are building NTP servers who need to receive advance notice of the leap seconds. It-is 
not unlikely that they may start to rely on this table as a way of getting advance notice of the 
leap seconds. In which case, maybe instead of just having it be a NIST incorporation in some 
extension fields, it really needs to be built into the standard of NTP. So when the manufacturers 
build it into hardware, they can rely it for the future. 

LEVINE: I agree with you at the 100% level. That is somewhat beyond my power to do. All I 
can say is that the extension field concept is built into the standard for NTP. The idea of using 
the TAI leap second offset is built into Mills’s documentation of the standard. The tables are 
there, and obviously, we encourage other people to do it as well. We’re not an enforcement 
agency. 

But yes, it would be nice if this became an official standard, and we can only propose it in 
order for it to become an official standard. But we are committed to maintaining the system 
as prescribed. If you look at Mills’s documentation, you can see the details of how these are 
defined. They are fundamental to NTP Version 4 because they are used for other purposes. 
That is, they are part of the authentication and the digital signature system. So there are many 
types of extension fields besides this issue of leap seconds. There is a lot of other stuff, there 
are a lot of other capabilities that you might need an extension field for. 

DENNIS McCARTHY (USNO): Two things. One, I would just like to say that I agree that 
this would go a long way towards helping some problems. But it still doesn’t alleviate the basic 
fundamental issues. So I didn’t want people to have a feeling that this solves all the problems 
and now we can go on. 

LEVINE: No, I didn’t mean that at all. 

McCARTHY: Yes, but I think it does help some of our software users that complain about 
UTC. 

The other thing I was wondering is what about the possibility of having this table actually be 
maintained by something like IERS or BIPM or something like that where this would be an 
international conventional table of some sort. You know, you wouldn’t have to worry about 
somebody updating it; it would just be there at the IERS or BIPM. 

LEVINE: I think that is a fine idea. I would do everything I could to encourage whoever 
wanted the table to take the table. It’s there, it’s available by public ftp from our servers. If 
anybody thinks it is useful, go for it. 

McCARTHY: Yes, we will have an IERS directing board meeting in 2 weeks or something. I 
was thinking that maybe we could even bring that up for discussion. 
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LEVINE: That’s fine. Now, the only thing that is somewhat special about this table is that its 
time stamps are in NTP format. And so, if you want to convert them-to Julian day numbers, 
you divide by 86,400 and add 15020, and we all know how to do that. And that’s all it would 
take. 

WLODZIMIERZ LEWANDOWSKI (BIPM, France): I would like to add that the BIPM could 
come to such a table. That could be discussed during the next CCTF meeting, and the dates 
are now official. It will be held on June 20 and 21, 2001. So I believe that the leap second will 
again be a subject of CCTF, and such issues that you have raised here could also be discussed. 
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Abstract 

- two new issues 
issues are the introduction of 
Communications Commission 

that are currently causing concern in telecommunications. These - 

pure optic systems for transmission and switching and the Federal 
(FCC) edict that wireless network operators must provide a precise 

location of wireless emergency E-91 1 callers. 

OPTICAL NETWORKS 

Optical transmission equipment has been deployed in telecommunications for well over 
15 years. This equipment has been used primarily to interconnect telephone central 
offices. Fiber-optic cables are currently the technology of choice when inter-office 
capacity is increased. At the fiber-optic cable terminal, signals on these cables are 
converted from optical to electrical for processing by switching equipment. The signals 
are then converted back to optical for transmission to the next central office. 

The current network issue is that optical switching equipment has reached the point 
where it is considered practical for central office deployment. This means that networks 
between central offices may be operated on a pure optical basis. The network between the 
central office and the user or customer is expected to remain electrical for the near future. 

Standards for the new optical switching equipment are being actively worked upon in 
ANSI committee TlX1.5. The accuracy of the clocks that will control the new optical 
equipment has yet to be determined. The concern of network operators is that new, higher 
performing, clocks may be required. 

WIRELESS E-911 SERVICE 

E-9 1 1 is a standard feature of the wireline telecommunications network. Network 
operators provide the Public Safety Answering Point (PSAP) the location of E-91 1 callers 
from a database showing where the callers line was installed. The timing provided at 
PSAPs is not very precise. In most cases, timing it is obtained from a WWVB signal. 
This is sufficient to meet the legal timing stamping of received calls. 

Currently when an E-9 1 1 call is received from a wireless caller, the caller must verbally 
tell the PSAP where they are. In many cases they simply do not know where they are or 
are unable to coherently give the information. To overcome this scenario, the FCC has 
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prescribed that the wireless network operator must locate the caller and pass that 
information to the PSAP. There are several, highly contentious, proposals to provide the 
location information. One solution is to place a GPS receiver in the handset. Another is to 
use equipment in the base stations of the wireless network itself to locate the caller. 
There are two variations of the GPS in the handset solution. One uses GPS 
autonomously. The other uses GPS in conjunction with network-based equipment. 

The time frame for initial implementation of a wireless solution is October 1,2001 or an 
interval after the PSAP request for implementation. The two solutions have different time 
deadlines. The time schedule i31- the GPS in the handset solution is by October 1,2001 all 
new service activations must have the feature. By December I ,  2005 the network 
operator must have made a good faith effort to have all handsets equipped with the 
feature. 

The time schedule for the network based solution is six months after the PSAP has 
requested it, the network operator must provide Automatic Location Identification (ALI) 
for 50% of the calls. Eighteen months after the request, ALI must be provided for all 
calls. 

The mandated ALI accuracy is different for the two solutions. The GPS in the handset 
solution must be accurate to 50m for 67% of the calls and to 150m for 95% of the calls. 
The network-based solution must be accurate to 100m for 67% of the calls and to 300m 
for 95% of the calls. 

Most areas are served by more than one wireless network. There will probably be price 
differences between the solutions offered. The customer will decide if economics or 
being found quickly in an emergency is more important. 
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Questions and Answers 

. 

HUGO FRUEHAUF (Zyfer, Inc.): Realizing that the network solution is going to be more 
difficult to get accuracy, why aren’t the specs the same for everybody? Why is it that the GPS 
guys just have the same specs? 

ED BUTTERLINE (Symmetricom): One can only ask the FCC that question. I can give my 
personal thoughts on it, but they would be strictly my personal thoughts. The FCC has edicted 
thus and so, thou shalt be twice as accurate if you have decided as a carrier to go to the GPS 
in the handset. Then if you have decided I’m going to put some software, maybe even some 
locator boxes at every bay station to locate you, I don’t know. It is a very contentious issue, 
and I can’t comment on that. 

MICHAEL GARVEY (Datum): Maybe these are obvious questions. GPS is not very reliable 
indoors, number one. And number two, suppose you have a receiver, a cell phone that is used 
to working in a network that does location within the network? Then you roam to a different 
situation where there is the expectation that it gets a GPS-derived position. Has the FCC 
addressed that? 

BUTTERLINE: I’m not sure what they’ve done in that regard. I will comment just a little bit 
on GPS not working inside. I know one of the suppliers of a proprietary GPS in a handset 
solution and realize that the solutions are proprietary that are being proposed. They would 
say, gee whiz, if I had to make a E911 call standing here in this room, inside, my system would 
locate me to better than 50 meters. And you say, how can that be? You know if you had a 
handheld GPS system and you said “Tell me where I am?” you are not going to get a fix here 
in this room. But there are GPS signals that can make it into this room - certainly not four at 
a time to give you a precision fix. But the proprietary solution of one of the suppliers that has 
been demonstrated says I can do it indoors, and do it to a high degree of accuracy; and I will 
probably exceed the FCC’s requirements. Proprietary solution; I can’t go any more than that. 

MATTHEW LONG (NRL): For the network solution, I was wondering if you could add a little 
more information about the direction-finding process that is used to locate the software user, 
and what kind of equipment would added to the typical cell site? I understand cell sites are a 
bit larger than the area that we are talking about. 

BUTTERLINE: I can’t give you a lot of information. I am sort of acting as a reporter on this. 
It is mainly because I want to keep a certain amount of distance. These are all proprietary 
solutions that are being proposed by various suppliers and equipment to the wireless telephone 
industry. They are very contentious, as my system is better than your system is better than 
his system. I understand that there would be certain equipment added to space stations that 
would allow them to get a fix to the FCC-required degree of location accuracy. Beyond that, 
I don’t know. Realizing that CDMA systems have a GPS in every site, so how much more do 
they need? I don’t know. 

JEREMY ELSON (UCLA): So an interesting difference between these two systems, I think, 
is that if there is GPS in the handset, it is the user that knows where it is, whereas the 
network-made solutions know where you are. So there are some obvious privacy implications 
to anything that always knows where the user is. I am wondering if that came up at all in the 
GPS solution. The user theoretically has some control over when it sends location information 
back. Whereas in the network-made solution, the network knows where you are, whether you 
like it or not. 

BUTTERLINE: That is a very good question. I think initially when this was proposed, when 
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the FCC came out with their requirements, it was strictly intended that to be a safety-of-life 
kind of thing. Manufacturers of wireless telephony equipment come up with a solution to do 
it; we are not going to tell you how to do it. Lately, one hears stories that people have gotten 
quite creative with this approach and will be keeping track of where you are. To the point 
of being able to send you a little message that says “We’re having a big special over at Joe’s 
Market today; you’re only a quarter mile away, why don’t you stop by and mention Code 10, 
and you’ll get an extra discount?” That’s a very contentious issue. It may very well be a way 
of the wireless network operator recapturing the cost of implementing this location service. I 
don’t know, but it’s a very interesting thing and the privacy issue is real. 

. 
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Abstract 

This paper discusses a new technology of synchronizing clocks and disciplining oscillators using 
CDlMA cellular transmissions. Like cellular telephones, these receivers will operate in most buildings 
without rooflop antennas. They are reported accurate to within microseconds of UTC with stable 
frequencies available. 

INTRODUCTION 

UTC Time and Frequency Dissemination via the IS-95 CDMA Mobile 
Telecommunications Infrastructure 

Base Station Transmissions in IS-95 CDMA Systems 

All use the same pilot pseudonoise (PN) spreading code 
All use the same carrier frequency (within an individual provider’s system) 

Base Station Transmissions in IS-95 CDMA Systems Must be Synchronized 

0 To control interface between cells: 
3 Cell-to-cell interference is controlled by having each base station transmit the 

s The pilot PN offsets must be maintained accurately or adjacent cells would 
pilot PN code with its own unique time offset relative to GPS time 

interfere with each other 

Base Station Transmissions in IS-95 CDMA Systems Must be Synchronized 

To allow a “soft hand-off‘ as the mobile user travels between cells. 
s The mobile unit must be able to calculate the approximate time offset of the new 

base station’s pilot PN code in order to rapidly acquire and lock to it before losing 
the current base station 

3 If the base stations are synchronized, and the mobile user decodes the neighboring 
cell PN offset data that it receives from the currently tracked base station, this can 
be achieved 
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The IS-95 CDMA System Time Base is the GPS Time Scale Because... 

GPS is globally available 
GPS can maintain the required level of synchronization between base stations 
3 Less than 1 us while tracking a satellite 
3 Less than 10 us for up to 24 hours while in holdover (IS-95 spec) using either 

A rubidium vapor local oscillator 
An ultra-stable, ovenized quartz local oscillator with software temperature 
compensation 

0 

The IS-95 CDMA Signal Structure Supports Precision Recovery of GPS Time & 
Frequency 

Spread spectrum modulation at GPS-like chipping rate of 1.2288 Megachipdsecond 
Pilot PN code can be acquired using long integration time-no data modulation 
2 32768 chip code repeats every 26.666.. .ms 
3 Base station pilot PN codes are offset from each other in 64 chip increments 

(52.08333.. . .us) 

The IS-95 CDMA Signal Structure Supports Precision Recovery of GPS Time & 
Frequency 

Cellular (881 MHz)/PCS (1960 MHz) carriers support GPS-like low-noise frequency 
recovery and aiding/smoothing of the code tracking loop 
Sync channel message: base station PN offset, UTC leap seconds and local time 
offset 
s 1200 bits/second data is convolutionally encoded (k=2, m=9) to 2400 

s Block interleaved with 2: 1 redundancy to 4800 symbols/second 
2 CRC-30 performed on complete message 
2 Message repeated every 240 milliseconds 

symbols/second 

Received IS-95 Signal Level is Much Higher than GPS 

IS-95 coverage spec minimum is -100 dbm - at least 30 dB greater than GPS 
Cellular band carrier penetrates buildings to much greater degree than GPS 
Provides an excellent alternative in situations that are difficult for “direct” GPS 
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SUMMARY 

CDMA “Indirect” GPS Performance Relative to “Direct” GPS 

0 Uncertainty in the propagation delay from base station to user limits absolute accuracy of 
the receovered UTC time to tens of microseconds. 

With stationary users, the time offset due to propagation delay is fixed and the repeatability 
and stability of the recovered UTC time is at the 100 ns level. 

0 With stationary users, the quality of the base station GPS receiver/oscillator system provides 
excellent transmitted frequency accuracy and stability which is virtually reproduced with a 
well-designed receiver. 

. 
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Questions and Answers 

JEREMY ELSON (UCLA): I am wondering if anybody has talked about trying to recover 
position by locking to, let’s say, four CMA space stations the same as you would lock on to 
four GPS satellites. 

DONALD MITCHELL That’s a good thought. You could certainly do that. Because if you’re 
looking at the offsets that are received, then most certainly you could be able to determine 
your location by looking at the offsets that you receive from three carriers. You have four 
carriers, and it makes it even better. So yes, that’s a possibility. Although, like I say, I am not 
aware of anybody doing that. That could be something that is going on. 

I really wasn’t aware of this until I heard about it, but I think the first real notice I had 
that somebody was actually doing something in this area was Ed Butterline at the ION in ’99 
bringing the subject up. 

. 
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Abstract 

There are and will be a few techniques for time link between CSAO and CRL. The TWSTFT was 
set up in October 1998 via a Japanese communication satellite. The CSAO-CRL TWSTFT data 
have been accumulated for more than 1 year since the date when the link was established. The 
regular operations for the time comparison are well done in 30 minutes twice a week. The GPS 
Common View has been a regular time link between CRL and CSAO for TAZ computation since 
June 1996. It  is expected that there will be a third technique for the time link with GPSIGLONASS 
multichannel receivers in the near future. 

INTRODUCTION 

It was in June 1996 when Shaanxi Astronomical Observatory (CSAO) imported a GPS receiver, 
TTR-6, with which the modernized time link with GPS common view (CV) has been carried 
on between CSAO and the Communication Research Laboratory (CRL), the Ministry of Post 
and Telecommunications for the computation of TAI on a routine basis. The data exchange 
between the two time labs and the data reduction for the time comparison at CSAO have been 
continued for 2 years. 

Two-way Satellite Time and Frequency Transfer (TWSTFT) is one of the most advanced 
techniques for time and frequency comparison. By use of synchronous satellites, TWSTFT can 
optimally offset the errors caused by the path effects and the time labs are able to acquire the 
real-time results of the comparison. In order to improve the international time synchronization, 
the Bureau International des Poids et Mesures (BIPM) is carrying out a project for establishing 
the International TWSTFT Network. 

The cooperation on TWSTFT between the National Time Service Center of China at Shaanxi 
Astronomical Observatory, of the Chinese Academy of Sciences (CSAO), and the Communica- 
tion Research Laboratory, of the Japanese Ministry of Post and Telecommunications (CRL) will 
pl ay a very important rule in the International TWSTFT Network. Dr. Imae from CRL and 
Dr. Li Zhigang from CSAO started to discuss the possibility on the TWSTFT cooperation in 
March 1997 and the TWSTFT time link between CSAO and CRL via Japanese communication 
satellite was established in October 1998, when a set of Ku band ground station equipment, as 
well as related measurement devices, supplied by CRL were installed at CSAO. The TWSTFT 
laboratory at CSAO, which was established at the same time with the fund supplied by the 
Chinese National Science and Technology Department and the Chinese Academy of Sciences, 
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has made the time comparisons with CRL through the Japanese communication satellite JSATl 
since 25 October 1998. The CSAO-CRL TWSTFT data have been accumulated for more than 
1 year since the link was established. The routine operations are undertaken every Tuesday 
and Friday with 30 minutes each time. 

The period of validity for the CSAO - CRL TWSTFT cooperation project now being carried 
out, the agreement of which was signed three years ago, is five years and it is still in the 
early part of the period. Since the project started two years ago, the coop eration has greatly 
prompted the research work and improved the precision of the time comparison for both the 
two time labs. 

Because of some trouble with RF Transceiver and Low Noise Converter (LNC), the TWSTFT 
had to be temporarily interrupted for the period September 1999-June 2000. A new step of the 
project has begun with a new satellite, changing Satellite from JSAT3 to JSAT1. The Satellite 
Company in Japan set the antenna for JSATl at CSAO on 18 July 2000. The TWSTFT between 
CSAO and CRL works again after 10 months’ absence. 

THE DATA ANALYSIS 

The resuIts of data reduction for GPS CV before the end of May 2000 show that the position 
error of the antenna at CSAO was large and should be redetermined. The standard variations 
(RMS) for the data points [UTC(CRL)-GPSI-[UTC(CSAO)-GPS] to their smoothing curves are 
about 15.1 ns on average for the period from January to April 2000 and 12.1 ns for May 2000 
(after Selective Availability was removed). The accurate coordinates for the TTR-6 antenna 
at CSAO were introduced at the end of May 2000, which improves the precision of the time 
comparison. The rms’s are about 6.84 ns in average for the period from June to August 2000. 
When the IGS TEC maps are used for calculating the time delay caused by the ionospheric 
refraction instead of the model, the rms’s are reduced to 6.60 ns for the same period. However, 
it is still larger than it should be. The antenna of TTR-6 at CSAO has been tested and was 
verified to have some troubles, which causes fewer tracks, large noises, and jumps in the data 

To compare the TWSTT result UTC(CRL)-UTC(CSA0) [by Dr. Hirotaka Yukawa, CRL] with 
the GPS result UTC(CRL)-UTC(CSA0) [by CSAO], we use 55 groups of effective data for the 
period from January 1999 to August 1999. The profiles of TWSTFT results and GPS results 
coincide well. However, the larger fluctuations can be seen in the GPS time link, which is 
surely caused by the big noise in TTR-6 at CSAO (see Figure 1A). 

On 18 July 2000 the TWSTFT between CRL and CSAO restarted. We have gotten better 
results for the last 5 months. The TWSTT results [by Dr. Hirotaka Yukawa, CRL] and GPS 
results for the period from 18 July to 24 October 2000 are shown in Figure lB, from which 
the obvious improvement can be seen for the TWSTT results in the recent few months. 

of UTC(CSA0)-GPS. 

SOME EXPERIENCES AND SUGGESTIONS 

Because the RF transceiver (RFU) and the Low Noise Converter (LNC) are on the roof of 
the building in the open air, they would be easily damaged by environmental conditions. This 
situation did make trouble for RF Transceiver and Low Noise Converter (LNC) at CSAO, so 
that the TWSTFT had to be interrupted for 10 months. Some Asian labs have met the same 
problem. There could be nothing to do but send the RFU away for repair. It is necessary to 
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hood the antenna and cover the RF Transceiver, as CRL and CSAO do. They can preserve 
the instruments from water, 

To seal all the connectors with mastic tape is a good way to keeping water from leaking in. 
Applying UPS to the whole system, either outdoors or indoors, can ensure that the instruments 
are well protected in order to avoid unforeseen power supply breakdowns. 

THE POSSIBILITY OF ESTABLISHING THE TWSTFT LINK 
BETWEEN ASIA AND EUROPE VIA CSAO 

CSAO is among the first group of institutes that has been granted by the Chinese Academy 
of Sciences (CAS) to be one part of the CAS’S Innovation Project. CSAO will become the 
national center for research and service in the field of time and frequency and is going to be 
renamed as the National Time Service Center (NTSC). Therefore, CSAO will get more support 
from the Chinese Government. At CSAO a team of scientists and technicians working on the 
subject of time transfer, including TWSTm, have made much progress in their research work. 

Because of CSAO’s geographic position, it should be a nice “bridge” of TWSTFT links between 
Asia and Europe. Figure 2 shows that the satellites located at the longitude zone from 50”E to 
6O”E can be used and their elevations would be higher than 20” for CSAO and some European 
time labs. 

We are looking forward to establishing a new TWSTFT time link between CSAO and one of 
the European time labs, such as TUG and CAO, in the near future. 

ALL-IN-VIEW TIME LINK WITH GPS/GLONASS MULTI- 
CHANNEL RECEIVERS 

Both CRL and CSAO have been equipped with GPS/GLONASS multichannel receivers, R100, 
the products of 3s Navigation. The receivers are under testing. According to the primary 
results at CRL, the precision for the GLONASS P-code is much higher than the GPS and 
GLONASS C/A-code. Moreover, the stability with GPS C/A-code is about 3 times better than 
that with GPS single channel receivers [l]. Better time comparison results are expected when 
RlOO receivers are used on a routine basis, which can also be used as a primary calibration for 
the TWSTFT link. 

REFERENCE 
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Abstract 

The Time and Frequency Laboratory of the CUR-National Metrology Laboratory (CUR-NML) 
is responsible for the maintenance and development of the national standards in time and frequency. 
Specific responsibilities include time and frequency, phase angle, fast electrical-pulse characterization, 
and time-interval measurements. The fiber-optics laboratory also resides within the Time and 
Frequency Jkboratory. This paper will discuss the various activities within the Laboratory. 

INTRODUCTION 

The CSIR is empowered by the Measuring Units and National Measuring Standards Act, 1973 (Act 76 of 

this duty through the CSIR - National Metrology Laboratory (CSIR-NML). 
* 1973), as amended, to keep and maintain all national measuring standards for South Africa. It performs 

The Time and Frequency Laboratory of the CSIR-NML is responsible for the maintenance and 
development of the standards in time and frequency. Specifically, the laboratory is responsible for the 
following standards: time, frequency, phase angle, pulse rise-time and pulse characterization, and time 
interval. fiber-optic measurements also reside under the laboratory. 

The national measuring standard for time in South Afi-ica consists of two commercial cesium beam 
atomic cloclts. Time transfer is performed using single and multi-channel Global Positioning System 
(GPS) and Global Navigation Satellite System (GLONASS) receivers The CSIR-NML is the only 
contributor in Afi-ica of time transfer data to the Bureau International des Poids et Mesures (BIPM). 

In addition to its standards activities the Time and Frequency Laboratoryalso offers time services in the 
form of a dial-in Telephone Time Service (TTS), as well as an Internet time service. These services are 
provided free to any user in Southern Africa. 

Recent developments at the CSIR-NML include the development and deployment of multi-channel GPS 
receivers, the deployment of a multi-channel dual frequency GPS / GLONASS receiver and the 
re-development of the TTS. 
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LABORATORYLAYOUT 

The Time and Frequency Laboratory consists of four rooms on the top floor of one of the buildings of the 
Pretoria campus of the CSIR. These four rooms house the clock room, a calibration room, a computer 
room and a fiber-optics laboratory respectively. The rooms are all air-conditioned. The temperature in all 
rooms are kept at (23 i 2)"C and the humidity at (50 f 15)%RH. 

The calibration room houses the measurement standard for phase angle, a high bandwidth oscilloscope, a 
fast electrical pulse generator, and several general-purpose instruments. The clock room houses the clocks, 
the satellite receivers, a TV receiver, and monitoring equipment. The control room houses the time 
services, monitoring equipment, and a Web server. The fiber optic room houses the fiber optic 
measurement standards and related equipment. A small section of this room is designated as a- 
development laboratory. 

The satellite and television antennas are housed on the roof of the building. The lift tower provides 
excellent visibility with a mask of less then 5" in all directions. Several steel towers are situated elsewhere 
on the roof to give visibility to a number of other antennas. Access to the antennas is gained by access 
holes through the roof of the clock room and control room respectively. 

The main satellite receivers reside in the clock room. Several experiments with GPS receivers are ongoing 
at present and most of these are performed in the control room. 

TIME STANDARDS 

The National Measurement Standard for Time in South Africa is a commercial cesium-beam atomic clock. 
This clock is maintained in continuous operation in the clock room of the Time and Frequency 
Laboratory. 

CLOCKS 
* At present the clock room contains two commercial cesium clocks. One is designated as the master clock, 

and it is used as the primary reference clock for South Africa. The time and frequency accuracy of the 
master clock is disseminated to industry through time services and the issue of a monthly Time and 
Frequency Bulletin [ 11. The status of the clocks is monitored on an ongoing basis, and the time transfer 
values logged to computer. Performance graphs of the clocks are drawn on a weekly and monthly basis, 
and paper copies of these graphs are archived. 

SATELLITE RECEIVERS 

The clock room also contains the satellite receivers used for international traceability. At present each 
clock is monitored by two GPS receivers, an Allan Osbome & Associates (AOA) receiver (either TTRS or 
TTRSA) and a locally developed Motorola UT+ based receiver. In addition to these receivers, a dual 
system GPS (single frequency C/A code) / GLONASS (dual frequency C/A and P code) receiver 
(3s Navigation R100/30T) is used to monitor the master clock. 
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DISTRIBUTION EQUIPMENT 

Distribution amplifiers are used to distribute the standard frequencies through the Time and Frequency 
rooms, and to other laboratories in the building requiring traceable signals. The satellite receivers all 
receive either 5 or 10 MHz signals, and a one pulse per second (1PPS) from the relevant clock in the clock 
room. 

The calibration room, control room, and fiber-optic room receive 10 MHz signals, mainly for use as the 
external frequency reference for counters and signal generators. A 1 MHz signal is distributed to the 
control room, where it is used in the generation of lower frequency signals for the Telephone Time 
Service. 1 MHz and 5 MHz signals are distributed to the calibration laboratory where they are used as 
required. 

A pulse distribution system for the lPPS signal from the master clock distributes pulses to the calibration- 
and the control room. 

The Radio Frequency laboratory and the DC / Low frequency laboratory situated in the same building, 
each receives a 10 MHz feed, for use as an external clock reference. 

OTHER EQUIPMENT 

In addition to monitoring the transmissions from GPS and GLONASS, the vertical synchronization pulse 
from local television broadcasts is monitored. These values are measured every hour, at designated times, 
and then published (for office hours) in the monthly Time and Frequency bulletin. A project for making 
these values available in real time on the Internet is currently underway. Local accredited laboratories 
make use of these values to perform time transfer measurements; using CSIR-NML developed Auto 
Television Time Transfer Control Units (Auto-TTCUs). 

TIME SERVICES 

At present the Time and Frequency laboratory has two time services available to users in Southern Africa. 

of instruments via a modem and computer, and the Internet time service, which provides synchronization 
via the Internet. 

* These are the Telephone Time Service (TTS), a telephone-based service that can synchronize a wide range 

TELEPHONE TJME SERVICE 

The TTS has been available to users in Southern Africa since the early 1990’s. The service was started 
mainly as a replacement for the ZUO transmitter that was decommissioned in the late 1980’s. At the time 
the laboratory was faced with financial pressures, and the service was offered on a pay-per-use basis. The 
structure of payment for this service was revised numerous times to attract new users, but the user basis 
dwindled nonetheless. 

The service was upgraded in 1998 to be fully Y2K-compliant At the time it was also decided to make the 
service available free of charge, and to comply fully with the specifications of the International 
Telecommunication Union (ITU) [2], which states that any time service should transmit Coordinated 
Universal Time (UTC). Up to that time the service was transmitting South African Standard Time. The 
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protocol adopted is a variation of the National Institute of Standards and Technology (NIST) Automated 
Computer Time Service (ACTS) protocol, and is used with permission. The number of users for this 
service is increasing rapidly. Maj or users are accredited laboratories, radio stations, the 
telecommunication authority, sporting clubs,and users that do not want to connect to the Internet due to 
security concerns. 

INTERNET TIME SERVICE 

In 1996 it was decided to offer an Internet-based time service. At present the laboratory provides two 
Internet Time servers, serving the Network Time Protocol (NTP) and the Time protocol. The number of 
users for this service is expanding on a daily basis, with most of the local Internet Service Providers (ISPs) 
making use of the servers. 

The main server (tick.nm1.csir.co.za) is running at Stratum 1, connected to the lPPS output of the master- 
clock. The other server (tock.nml.csir.co.za) is running at Stratum 2, using the Stratum 1 server as its 
primary synchronization source. 

TIME AND FREQUENCY BULLETIN 

The monthly Time and Frequency bulletin has been available since December 1994. The bulletin contains 
information on the measurements performed in the laboratory, notes on GPS performance and other 
information. It is available free of charge to anyone that wishes to receive a copy. All copies fiom January 
1996 are also available on the Internet [3]. 

The measured values of CSIR - GPS as the time interval difference between the lPPS of the master clock 
and the lPPS of GPS as tracked by the 3 s  Navigation R100/30T receiver is reported. An All-in-View 
Common-View methodology is followed. All measurements above a mask angle of 15” are used. The 
daily value is the result of a linear fit to approximately 500 data points, reported to 0 h UTC each day. 

CSIR - GLONASS measurements are reported as the least-squares linear interpolation of all measured 
values in a month, reported to 0 h UTC each day. The number of GLONASS observations is far less than 
those for GPS, and the calculated random uncertainty of the measured values is larger. \ 

The computed values of UTC - UTC (CSIR) are reported for the previous month. The corrections for 
UTC (CSIR) are obtained from the BIPM Bulletin “T” [4]. The results are reported to 0 h UTC each day. 

~ 

The bulletin also contains notes on GPS pedormance extracted from the United States Naval Observatory 
(USNO) series 4 bulletins [5] .  A number of users in South Africa make use of stand-alone GPS 
equipment, and this information is used to ensure that no unusable satellites were used for measurements. 

Television synchronization pulse measurements are reported for three local transmissions. The offset 
between the vertical synchronization pulse and the master clock IPPS is measured and reported on the 
hour, every hour during the day. 

In addition to these measurements, the calculated drift rate of the master clock is reported, as well as 
infomiation on the TTS, the GPS comnion-view tracking schedule, leap second announcements, and the 
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relation between the International Atomic Time (TAI), UTC,and GPS time scales. 

OTHER RESPONSIBILITIES 

In addition to the responsibilities in time and frequency, the laboratory is also responsible for the national 
measurement standards for phase angle and for fast electrical pulse characterization, time interva1,and fiber- 
optic measurements. 

PHASE ANGLE 

The national measurement standard for phase angle is a Clarke-Hess model 5500 phase standard, with a 
set of model 5002 phase bridges. The phase bridges are calibrated periodically and used to verify the- 
phase standard annually. The laboratory also has a capability for phase measurement, utilizing commercial 
phase angle meters. 

FAST ELECTRICAL PULSE CHARACTEFUZATION 

Fast electrical pulses are characterized using a high bandwidth oscilloscope, verified using a fast electrical 
pulse generator. As with phase angle, commercial equipment is being used. 

TIME INTERVAL MEASUREMENT 

The timeinterval measurement and generation capability is based on commercially available equipment. 
For measurement of single shot events the laboratory can generate and measure signals of down to some 
tens of ps. 

FIBER OPTICS 

The fiber-optics laboratory was integrated with theTime and Frequency Laboratory in 1999, due to the 
similarity between measurements performed in the two laboratories. The services offered by the fiber- 
optics laboratory include calibration of fiber optic power meters, fiber-optic attenuators, Optical Time 
Domain Reflectometers (OTDR), wavelength nieters,and optical delay lines. 

FUTURE WORK 

At present the focus in therime and Frequency Laboratoryis the reduction of time transfer uncertainties. To 
further reduce these uncertainties a geodetic quality GPS receiver will be acquired, and a project started to 
perform carrier-phase measurements using this receiver. 

Further development of the Motorola-based GPS receivers are underway. The new MI 2 Oncore receiver 
, from Motorola is being evaluated as a replacement for the current UT+ Oncore receivers. There are some 

drawbacks in using the UT+, which can possibly be overcome using the M12 

,DISCLAIMER 

Certain trade names and conipany products are mentioned in text of this paper. In no case does such 
mention imply recommendation or endorsement by the CSIR - National Metrology Laboratory, or the 
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CSIR, nor does it imply that the products are necessarily the best available for the purpose. 
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Questions and Answers 

FRANCOIS MEYER (Observatoire de BesanGon, France): My question is about your NTP 
instrument called tick. What kind of hardware is used? 

LOUIS MARAIS: We are running a Pentium 133 using a PDS 2.16 with general modifications 
by John Hay. 

MEYER: Okay. And the 1PPS of an atomic clock is used to give the synchronization? 

MARAIS: That’s right. 

MEYER: And what about possible 1-second or multiple of 1-second jumps in the-? 

MARAIS: We use GPS-based time to determine the time to ...( ?) of the masers. 

MEYER: And this is integrated in the NTP software? 

MARAIS: No, it’s not. We use an off-laboratory source for that. So we use a server on the 
CSIR campus that’s not in our laboratory. 

WLODZIMIERZ LEWANDOWSKI (BIPM, France): Do you have the TSA antenna tempera- 
ture-stabilized? 

MARAIS: Yes, we do. 

LEWANDOWSKI: And this is connected on your 3 s  Navigation receiver right now? 

MARAIS: Yes. 

JACQUES AZOUBIB (BIPM, France): I am wondering why you aren’t sending the BIPM 
your clock data? You have two clocks- 

MARAIS: Yes, the other clock is three times worse than the HR So I don’t think it will add 
any value. 
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Abstract 

We have detected the gravitational redshift of a Cs frequency standard that has been transported 
from CRL Tokyo headquarters, at  an altitude of 80 m, to Mt.  Ohtakadoya LF standard frequency 
station, located at  an altitude of 794 m, about 250 km far from the CRL Tokyo headquarters. In 
the Mt.  Ohtakadoya LF station, three Cs clocks are equipped to be the references of standard 
frequency radio signal emission, and they are linked with UTC(CRL) by the GPS common-view 
time transfer. By using this link, we can compare the frequency of any standards in CRL Tokyo 
and the Mt. Ohtakadoya LF station with UTC(CRL). An HP5071A Cs frequency standard with a 
normal tube has been transported by carfrom the CRL Tokyo headquarters to the LF station on 27 
April 2000. After the transport, we observed that the frequency of the Cs standard became higher by 
about 4.6 x ~ O - ' ~ .  According to General Theory of Relativity, a 700-m altitude difference will cause 
a 7.8 ~ 1 O - l ~  frequency difference. Considering the stability of the Cs standard and the accuracy 
of time transfer, the observed frequency shift shows an agreement with the theoretically predicted 
gravitational redshift. 

INTRODUCTION 

Detection of the relativistic effects by using portable atomic clocks has been conducted by many 
groups [1,2]. Today, there is little few significance in such measurements for the test of relativity. 
The theory of General Relativity has been tested in many cases and it is recognized as the 
reliable fundamental theory of precise space-time measurements within today's measurement 
accuracy [3]. Still, the detection of such effects would be important to prove the accuracy and 
stability of a system. 

Recently, CRL has constructed a new LF frequency standard station at the top of Mt. 
Ohtakadoya, 250 km far from the CRL Tokyo headquarters and the altitude of that is 794 
m. The LF station is equipped with three normal-tube HP5071A clocks, and a TTR-6 GPS 
receiver. In December 1999, one of the Cs standards went wrong and we fixed it. After that, 
we had watched the performance of this Cs standard for more than 1 month and then we 
transported the clock from the CRL Tokyo headquarters to the Mt. Ohtakadoya LF station. 
We call this clock Cs#28. 
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The altitude difference between these stations is about 700 m. These conditions seemed enough 
to detect the gravitational redshift. Following the precedents, we tried to detect the gravitational 
redshift of the frequency of Cs#28 from our regular time comparison data. In this paper, we 
will show the result of the frequency shift measurement. 

GRAVITATIONAL REDSHIFT 

The proper time of the atomic clock changes according to the gravitational potential where 
it placed. As the result, in the case of the transported clock near the earth's surface, the 
gravitational redshift is 

A f/f = 1.1 x10-16Ah (1) 
where Af/f is the fractional shift of the frequency in Hz and Ah is the altitude difference 
between before and after the transport [3]. 

The clock room in CRL Tokyo is at an altitude of 80 m. That in the LF station is at an altitude 
of 790 m. The difference between them is about 710 m. Therefore, the expected gravitational 
redshift of the frequency is 7.8 ~ 1 O - l ~ .  

EQUIPMENT AND ENVIRONMENT OF EACH STATION 
CRL Tokyo Headquarters 

At CRL Tokyo, we have nine HP5071A commercial cesium clocks with high-performance tubes. 
Using these clocks, we generate the synthesized atomic time scale UTC(CRL) that is used as 
the reference of the TTR-6 at CRL. The time difference between UTC(CRL) and every clock 
is measured every 4 hours. These measurement data are taken in a workstation and used as 
the basis of the calculation of the synthesized atomic time. In the clock room, the temperature 
and the humidity are kept to be 26 degrees and the 50 %, respectively. The room is equipped 
with an electromagnetic wave shield to shut down the intrusion of unfavorable perturbation. 

Mt. Ohtakadoya LF Station 

At the LF station, we usually have three HP5071A cesium standards with normal tubes. One 
of them is selected as the master clock in the station, while others are used as backup clocks. 
Here we denote the master clock as MC(LF). As at the Tokyo headquarters, the time difference 
between MC(LF) and other cesium clocks are measured every 4 hours. MC(LF) is also used 
as the reference of the TTR-6 GPS receiver in the LF station. The receiver is set to measure 
the GPS time according to the same BIPM schedule as at CRL. In the clock room of the LF 
station, the humidity is kept to be 50%, the same as that at the Tokyo headquarters. On the 
other hand, the temperature of that is 26 degrees, 3 degrees higher than that at the Tokyo 
headquarters. The station is equipped not only with an electromagnetic wave shield, but also 

' a static magnetic shield. 

Transport 

On 27 April of this year, we transported the clock Cs#28 from the CRL headquarters to 
the Mt. Ohtakadoya LF station. The distance between them is about 250 km. The clock 
was transported by car. It took 6 hours from Tokyo headquarters to the LF station. During 
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that transport, a battery was provided so that the clock could be kept working without any 
discontinity. 

ESTIMATION OF FREQUENCY SHIFT 

Using these data of the measurement and time transfer link, the frequency deviation of Cs#28 
at each period and, thus, the frequency shift were obtained. Figure 3 shows the fractional 
frequency deviation of CS#28 from UTC(CRL), measured at CRL Tokyo in April before the 
transport. On 17 and 18 April, we put Cs#28 to the frequency tuning test. The effect of that 
test was apparent after a period. It is also shown that after the test, the frequency recovered 
to be the same as that before the test. Eliminating this period, the average deviation between 
CS#28 and UTC(CRL) is -14.3 ~ 1 O - l ~ .  

In this period, GPS common-view link data show that the fractional frequency deviation of 
UTC(CRL) from MC(LF) is -5.0 x10- l~  (Figure 4). Hence, the deviation of Cs#28 from 
MC(LF) before the transport is -19.3 ~ 1 0 - l ~ .  Figure 5 shows the GPS common-view link 
between UTC(CRL) and MC(LF). On 3 May, we steered the frequency of UTC(CRL) by 2 
~ 1 O - l ~ .  In the GPS common-view link, this steering is appeared as a frequency change of 1.8 
x ~ O - ~ ~ .  So it seems that the accuracy of the link would be a few parts in 

The fractional frequency deviation of Cs#28 from MC(LF) after the transport is shown in 
Figure 6. It seems that it took about 2 weeks until the frequency of Cs#28 settled. The 
average deviation after the period is -15.7 XIO- '~ .  

In addition to these frequency deviation measurements, we measured the frequency shift of 
a normal-tube HP5071A due to temperature variation. So far, we have obtained the typical 
temperature coefficient for a normal-tube HP5071A of -3 ~ 1 0 - l ~  per 10 degrees (Figure 7). 
This result is obtained by a few days' measurements at each temperature. So it seems we have 
to confirm the measurement of the coefficient in the longer period. As far as we adopt this 
result, we can expect that the frequency shift due to the temperature variation of 3 degrees is 
expected to be about -1 x ~ O - ~ ~ .  

For the evaluation of the uncertainty of the measurement, we use the Allan variance of the 
Cs standards. In the case of the frequency stability between UTC(CRL) and normal-tube 
HP5071A, the Allan variance in a 5-day average period is observed to be about 2 x10-l~. That 
between two normal-tube HP5071As would be a bit worse, about 2.5 ~ 1 O - l ~ .  The uncertainty 
of the GPS common-view link is much less than that, so that we can neglect it here. Using 
these values, we estimate that the total uncertainty in the frequency measurement would be 3.2 
x 10-14. 

CONCLUSIONS AND DISCUSSION 

Using the frequency deviations shown in the previous section, the result of the frequency shift 
of Cs#28 after the transport to the LF station is 

-15.7 ~10-14  - (-19.3 x10-14) - (-1 x10-14) = +4.6 ~10-14.  (2) 
Considering the total uncertainty of 3.2 x10-l4, this result of the frequency shift seems to be 
consistent with the theoretical value of 7.8 x10-14, though it is not such good agreement. Some 
factors are considered as problems of this trial. Just about 10 days before the transport, the 
frequency tuning test was conducted. Also, frequency steering of UTC(CRL) was conducted a 
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few days after the transport. These were mainly due to the fact that the detection of gravitational 
redshift was not originally planned when the clock was transported. Thus, we should plan the 
experiment more carefully next time. Also, we should examine the temperature effect more 
definitively. Furthermore, we should better check the frequency shift due to the difference 
of the static magnetic fields between Tokyo headquarters and the LF station. However, this 
shift would be small in so far as the C field servo motor of the clock works well and there is 
no interruption of the clock operation during transport. Therefore, in many aspects, further 
investigation will be needed. 

However, we conclude that the link, equipment, and the environment in CRL Tokyo and the 
Mt. Ohtakadoya LF station are good enough for the detection of the gravitational redshift. In 
the future, we will have occasion to maintain or replace the clocks in the LF station. In that 
time we would like to continue the trial to detect the shift and to confirm the accuracy and 
the stability of the frequency standards system at CRL. 
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Fig. 1 Location of CRL Tokyo headquarters and the LF station 
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Fig. 2 LF station in Mt. Ohtakadoya 
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Abstract 

We will report the current status of millisecond pulsar timing observation at CRL.. Weekly 
observation of PSR1937+21 using the 34-m antenna at Kashima Space Research Center 
has been on going since November 1997. Recently we eliminated systematic trends that 
were apparent in the data, and estimated the pulsar parameters of PSR1937+21. Standard 
deviation of timing residuals is 2.4 ,us for about 3 hourtpulse-integration. The frequency 
stability of PSR1937+21 is lo-" for  an averaging time of one year, which demonstrates the 
possibility of constructing a pulsar time scale with a system using a small antenna. 

INTRODUCTION 

Pulsars are thought to be rotating neutron stars radiating radio beams from their oblique magnetic 
poles. Some pulsars have short pulse periods of millisecond order. These millisecond pulsars are 
known to keep the extremely stable pulse timings over long periods. The millisecond pulsar 
PSR1855+09 has a pulse period of 5.4 ms pulse rates, and its fractional frequency stability is about 
the order of over 8 years, which is comparable to a cesium atomic clock [l; here after paper I 1. 

From such rotational stability, millisecond pulsars are expected as reference time standards. The tie 
of pulsar time and atomic time are studied to construct a new stable time scale [2][3][4]. In addition, 
pulsar timing contributes to the various researches. Pulsar timing depends on the time scale and 
ephemeris used for the analysis, shown in paper (I), so it is useful for the comparison of some time 
scales and ephemerides. The pulsar's position 
determined by timing observation is based on the Earth orbit-oriented reference frame, and the 
position determined by VLBI observation is based on the extragalactic reference frame. By 
comparing both positions, the different reference frames are combined [5]. Pulsar timing is also 
expected as the probe for the interstellar medium and gravity in the propagation path. 

It also contributes to the reference frame tie. 

Communications Research Laboratory (CRL) aims to apply millisecond pulsars to the construction of 
a new time scale; this entails theoretical research [6], VLBI observation [7], and timing observation. 
As for the timing observation, we developed an observation system that uses the 34-m antenna at 
Kashima. Signals from millisecond pulsars are quite weak and the 34-m antenna is not large enough 
to detect them, so we improved the system's sensitivity by using wide-band observation and longtime 
integration. The observation system has been completed, and observation of the millisecond pulsar 
PSR1937+21 has been on going since November of 1997. 
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However, we encountered some troubles in that the observed pulse phases showed systematic trends 
during a day and longer periods, which was reparted in PTTI'98 [8]. -We  have checked our 
observation system and analysis program carefully, and recently found that these trends are caused by 
some reasons. The daily trend was caused by insufficient calibration of the Earth rotation, and long- 
term trend was caused by insufficient correction of observation time and frequency. We solved these 
problems, and by re-processing the data, obtained a frequency stability of over 1 year and an 
estimate of the pulsar's parameters. In this paper, we report an recent progress in millisecond pulsar 
observation and observation results of PSR1937+21 at the 34-m antenna. 

OBSERVATION SYSTEM 

Figure 1 shows a block diagram of the observation system. We use the right-handed-circularly; 
polarized signal in S-band frequency. As for the antenna parameters in S-band, the system noise 
temperature is 71K, and the efficiency is 65%. An IF signal with 200MHz bandwidth was divided 
into four bands by the video converter, and each 50MHz bandwidth was divided into 256 channels by 
the acousto-optic spectrometer (AOS). The frequency resolution is about 200kHz. The 256 channels 
of each AOS unit were serially transported to the video averaging processor. The transportation 
trigger clock was synchronized to 1/100 of the pulsar period, giving a time resolution of 16 ys for 
PSR1937+21. The video averaging processor works as an 8-bit A D  converter and an averaging 
processor. It can average a maximum of about 17 million pulses for each channel. The averaged 
signals were recorded at host computer #1. After the observation, dispersion delay corresponding to 
the observation frequency was calibrated in each channel; then the signals of all channels were 
combined. 

The averaging trigger clock must be synchronized to the observed pulse period. The observed pulse 
period is not constant because of the Doppler effect, so host computer #2 calculated the predicted 
period and controlled the synthesizer in real time. The predicted value was calculated by the program 
TEMPO. TEMPO is the pulsar timing analysis package developed by the Princeton pulsar group [9], 
which can calculate the predicted period and pulse phase at any observatory. The observation time 
was obtained from the laboratory clock, which is phase-locked to a hydrogen maser. The averaging 
start time was measured by the time-interval counter. The time offset of the laboratory clock from 
UTC was monitored using a GPS receiver. All the oscillators were phase-locked to the hydrogen 
maser. 

OBSERVATION OF PSRl937+21 

TIMING RESIDUALS 

Regular observation of the millisecond pulsar PSR1937+21 has been on going since November 1997. 
This pulsar is useful as a system performance check, because it is the brightest millisecond pulsar in 
the northern sky and has been observed at other stations for a long period of time. The observations 
are carried out once a week, and 8 hours per day. Figure 2 shows the pulse profile obtained from 
5OMHz bandwidth signals and 27 minutes of integration. 

From such profiles, we determined the peak phases of the pulses, transformed them to the arrival time, 
compared them with the predicted time of arrivals (TOA), and obtained the residuals. The predicted 
TOAs were calculated by TEMPO. We adopted DE200 as the ephemeris and UTC as the reference 
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time scale. We used only the data of AOS #1 for the analysis, because other three units experienced 
hardware problems during the measurement period. -Figure 3 shows the residuals, which is the same 
as results reported in PTTI’98. Figure 3(b) shows an example in 1 day picked up from Fig. 3(a). 
Some systematic trends are apparent. There is a drift on most observation days. We determined that 
the daily drift was caused by insufficient calibration of Earth rotation. The long-term trend was 
caused by a variety of reasons. Some were due to miscalibration of the observation frequency at the 
AOS. Others were due to insufficient calibration of the laboratory time offset. We fixed these 
problems and finally obtained a smooth line, which is shown in Fig. 4. 

PARAMETER FITTING 

The residuals in Fig. 4 still show a drift, so we carried out a parameter fitting for seven parameters: 
frequency f, frequency deviation df/dt, Right Ascension RA, Declination Dec, proper motion PRA, 
Pdec, and parallax px. We used the initial parameters derived from paper I . After the first 
fitting, the drift in Fig. 4 disappeared and the residuals were distributed without biases (Fig. 5) .  The 
standard deviation of the residuals is 6.4 ps for the 2 7 4 n u t e  pulse-integration. We changed the 
initial parameters and did the fitting again; the parameters converged to the same values. Table 1 
compares the parameters after fitting with those of paper I . Except for the frequency and its 
derivative, all values agree with Paper I within each error range. The frequency that is the 
reciprocal of the period agrees with paper 1’s value to 11 digits. The frequency derivative 
agrees to the order of 10-17. A more reliable parallax will be obtained from the long years’ 
observation. 

FREQUENCY STABILITY 

We estimated the frequency stability by the Allan variance of the residuals after fitting. At first we 
calculated the representative TOA for each observation day by averaging all TOAs in one day (Fig. 
6). They corresponded to the TOAs obtained from the pulses after about 3 hours‘ integration. The 
standard deviation was 2.4 ps for the residuals of each day. From these residuals, we calculated the 
Allan variance for the time intervals of 7, 14,21, . ..,364 day. Figure 7 shows the frequency stability. 
It seems to be proportional to 1/ 7 ,  which suggests the white PM system noise is dominant in this 
region. The stability at one year is about 1 x which is the expected order from our system’s 
performance. 

CONCLUSIONS 

Continuous observation of PSR1937+21 at Kashima 34-m antenna has been on going since 1997. 
Timing residuals showed an unusual behavior at first, but the reasons have become clear recently. 
We solved them and then calculated the pulsar parameters from our data. The fitted parameters are 
about the same as those of paper I , which means the calculation was carried out properly. After 
parameter fitting, the residuals are distributed without bias. The standard deviation is 6.4 ps for the 
residuals obtained from the pulses after 27 minutes‘ integration, and 2.4 ps for the residuals obtained 
after about 3 hours‘pulse-integration. They are the results obtained from the observation with SOMHz 
bandwidth, and if 200MHz bandwidth is available, the standard deviation will be about 1 ps. The 
frequency stability is about at 1 year. These results demonstrate the possibility of using our 
system for millisecond pulsar timing observation. We plan to improve the precision of our system 
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and use it to observe other millisecond pulsars for contributing to the construction of pulsar time 
scale. 
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Figure 1: Millisecond pulsar observation system at CRL. 
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Table 1: Compar 

RA 
Dec 
Parallax (mas) 
Pmotion( RA) (mas/yr) 
Pmotion(Dec) (rnadyr) 
Frequency (Hz) 
dF/dt (s-*) 

on of parameters obtainec 
Kaspi, APJ,428,'94 
Arecibo 305m antenna 
19h 39m 38s.560210 
21" 34'59".14166 
0.12 
-0.130 
-0.464 
64 1.9282626022265 
-4.331671~10*'~ 

or PSR1937t21 
CRL ('97nov.-'OOMar.) 
Kashima 34m antenna 
19h 39m38s.560300 (i-0.0002) 
21"34' 59".14042 (k0.005) 
1.32 (k1.8) 
-0.284 (k0.3) 
-0.378 (k0.5) 
641.9282626019291 (i-3e-l') 
-4.3 3 1327x 10- 14 (+9e-I9) 
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Figure 5: Timing residuals after the parameter fitting. Standard deviation is 6.4 ys. 
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