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Abstract 

The p o p u k  -?-cornered hut method used for evaluating the nuke contributions of individuul fre- 
quency standardLv is revisited. Thiv method is used in sweral cases, but sometimes the results are not 
consistent because one or more estimated clock variances turn out to be negative. Di,fSerent cuuses of 
this unacceptable result have been conjectured: among them one regurds the hypothesis of uncorrelated 
clocks, essentiul in this method. Since recently realistic cases of correlation between clocks, mainly due 
to the environmental conditions, have been observed, this paper proposes un entirety revisited version of 
the $cornered hat method which permits to evaluate the individual variances and also the pos.sible co- 
variances between clacks, by relaxing the hypothesis of uncorrebion. The uncertainty und the luck oj 
contemporaneity of the measurement series are assumed to be negligibk. The lack of the uncorrelution 
hypothesk calls for a more general mathematicul model leading to an underdetermined linear system. 
The estimates of the (co)variances of the measurement series ar well as those of the individual clock7 
are introduced by means of the scular product of the related time series and arranged in the respective 
covariance matrices S and R. Since covuriance matrix is positive definite by definition, the problem 
consists in estimating the unknown R, subject to the constraint ofpositive definiteness, from the known 
S. Unfortunutely, thiv constraint is not suflcient to estimute R. Therefore a suitable optimization crite- 
rion is proposed, which assures the positive definiteness qf R and, at the same time, minimizes the global 
correlation among cbcks. Examples of frequency imtability measurements processed by the "chsical"3- 
cornered hat method and the here-revisited method are presented showing that the solutiam ure identical 
only when the uncorrelation hypothesis doesn't violate the positive definiteness of R 



1 INTRODUCTION 

The evaluation of frequency standards is performed by comparing two or more of them and mea- 
suring differences in their signals. R,esqlts depend 011 the simultaneous contributions of all the 
standards and i t  is often desirable to estima.tc the noise contributions of the single units. In the 
past years, this problem has been considered in several pa.pers, which introduced the popular "3- 
corneretl hat" metfiod [I], successively extended to  N clocks [2,3,4] and further investigated in 
[ 5 ,6 ] .  In 011 the above papers, u busic hypothesis consists in  considering all the clocks uncorrelated. 

In the classical 3-c,ornered hat rncthod, three clocks are considered, three series of time differences 
between all the possible pairs arc: rnea,snred, and their varianc,es arc cstixnated. Three linear equa- 
tions are then written, which tic thc three unk1low11 variances of the single clocks to the known 
va,riances of the time differences. 111 this way, a nniqnely solvable system is obtained [I]. If more 
than three clocks are compared, such a, systeru becomes overdetermined bccal~se the number of 
possible pairs exceeds the nnr-nber of clocks. In this case, i t  has been suggested cithcr to deal with 
different triads of clocks and then corrlbirie the results in a (weighted) average [I], or to utilize the 
N clocks together with a least squares technique [2,3]. 

Indcpcndcntly of the number of clocks, a more crucial problerrl arises: the estimated clock variances 
can turn out to  be ncga,tive. In such a case it has been suggested to use the absolute value [2] or 
to consider vanishing a variance that should turn negative. llowcvcr these tricks are not justified 
by any theoretical consideration. 

Several questions related to  the statistical processing of these measurements and thc! c a ~ ~ s e s  of 
negative estirriated variances are still open: 

I. Uncertainty in the measured time differences. 
If the noise of the measuring device is not ~legligible, it adds a term in the variance of the 
measured time differences and the linear system is not longer dctcrministically solva1)le [4,5]. 
To the authors' knowledge, this uncertainty is negligible in most cases, particularly in high 
resolution rneasurerrlents. The case can be different iP the clocks are compared a t  a distance, 
through a synchronization link, but the synchronization noise, usually corresponding to  a 
white phase noise, can orten be suitably modeled and filtered. 

'2. Lack of contemporaneity of measurements. 
I n  this case, the contribrltion of each clock cannot be considered thc same in each difference 
measnremen t [5,6].  Howcvcr, thc lack of contemporancity of the different measurements is 
negligible when the integration times over which the stability is to  be estimated are far longer 
(days) than the shift in time of the beginning of the different measurements (seconds). 

3. Low number of measured samples. 
In this case, a statistically significant characterization of the involved noises is not ensured 
[5,10]. The low number of statistical samples rerrlai~~s an open question because it gives a 
low confidence on the estimates and particular care is to be paid. 

4. Correlation between clocks. 
In recent years cases of corrrlation between clocks, rnainly due to the environmental condi- 
tions, have been detected [8-181. Different methods have been used to  evidence correlatio~l 
between clocks and the discussion is still live1 y also i n  II ndcrstanding which is the clock com- 
ponent responsible for the effect but ,  in each case, an  appreciable presence of correlation 
between clock data  has been pointed out. 



To the authors' k~lowledge, cases of negative estimated variances appear even when there are several 
measured sa.mples and causes 1) and 2) above are certainly to be excluded. Usually, the problem 
appears over long integration tirnes (months) wherc: correlated noise can becoine significant but, in 
thc sarrle time, not easy to be modeled and previously depurated [la]. 

This work lifts the assumption of 11 ncorrelation, all in considering negligible the causes indicated 
in points 1 and 2 above, and proposes a new ructhod which formulates an underdetermined but 
consistent systern o l  equations involving variances and cov;~riances (jointly denoted as (co)variances) 
between individual clocks. In order to estimate clock (c,o)variances, the (co)variances of the rneasu re 
series are also introduced and arranger1 in positive definite covariance matrices, implicitly assuring 
the positiveness of the variances. With 3 clocks the nncorrelation hypothesis leads to a uniquely 
solva,ble linear systern, while the lack of this hypotl-lesis lea,ds to an undcrdetermined linear system 
of three equations in six unknowns. A method to solve this mlderdetcrtnined systcm, subject to 
the constraint of positive definiteness of the clock covariance mat rjx, is proposed. 

2 STATEMENT OF THE PROBLEM 

The statistical tool useful to chat.acterize stability is the variance estimated by means of the available 
measnrcd data. Let us denote x Y h e  signal of the i-th clock and xi(k = 1,2 , .  . . , M) its samples 

a t  the time instants t l ,  t2,  . . . , t ~ .  The M samples can be represented as the vector R L  
[x+i . . . zhlT , where superscript T denotes transposition. The es t i rnat~  of the expected value of 
zZ is 

whidl is arranged into a vector of M coincident elements xi = [z i z i  . . . giIT. With these notations 
the estimated (co)variances rij of xZ and 2 3  amre: 

When i = j ,  Tij represents the variance of the i-th signal, otherwise, i t  represents thc covariance 
between the i-tl-1 and j- th signals. 

In the case of frequency stanriards, measured data are often filtered, for insta,ncc, introducirlg the 
Allan-variance. In the following, the general caae of a signal xi will be dealt with, whatever may 
have been its previous filtering, in order to obtain a procedure applicable in all cases. 

In clock stability characterizatio~~, the physical quantities involved in xi are time deviations of the 
2-th clock. Since they are not directly measurable,, the clock (co)variances r ; j  play the role of the 
unknowns to  be evaluated. The available measured quantities are differences between the signals 

. . 

of pairs of clocks: yZJ = xi - xi. When one of the three clocks, for instance clock #3, is chosen 
as the reference and it is compared at  M different instants with clocks #1 and #2, two distinct 
mea.sure vec,tors y13 = x1 - x3 < ~ n  . d Y" - - x2 - x3 are obtained. 

The novelty here is that not only the variances of the signals y13 and y23 are esti~natcd hut also 
their covariance. This covariance was already suggested in [4,5]; howevcr, full advantage of it could 



not hc tak.ken in that work, because of the uncorrelatio~i hypothesis. Thc estimates of the abovc 
rneasure (co)variances arc: 

where the index 3 of the reference clock 11a.s been dropped in s i j  Sinc .s;j ( j  = 1, 2) and rij (i = 
1, 2, 3) represent estimates of variaric,es and thcy are sums of squares, they arc necessarily positive. 
On tihe contrary, s ; j  and r i j ( i  = 1, 2, 3)0 may be either positive or negative, being estimates of 
covariances. 

In case of noiseless measurements, when the covariance ~ 1 2  is taken into account, the other possible 
difference Ineaaure vector y12 = x1 - x2 and the related (co)variances don't add any i~lforrnation 
because they all can bc obta.inetl as linear corrlhinations of s l l ,  .s22 and s la .  111 the 3-cornered hat 
method, the vector yl%nd the rclatetl variance is used instead of thc covariance yl< but, in this 
contcxt, thc 11sc of -512 is Inore appropriate. 

Thc 2x2 covariance rnatrix S and the 3x3 covariance matrix R are defined as follows: 

Snhstitnting the definition -yi3 = xi - x3 ( i  = 1, 2 )  in (3) leads to the following relationship 
betweeli S and R: 

From measure vectors yl%nd y2< three independent estimated (co)variances, ,511, s 2 2  and slz are 
calculated and, according to (6)) they tie the six unknowns rll, ~ 1 2 ,  ~ 1 3 ,  ~ 2 2 ,  T23 and ~ 3 3  in three 
indcpcndcnt equations. 

IJ~ider the llypothesis of uncorrelated clocks, (6) simplifies to: 

By inspection of (7), it ,  can be seen that the uncorrclation hypothesis is acceptable only i f  matrix S 
verifies the following conditions ensuring the positiveness of the estimated variances rl , rzz and TSS. 



- 
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t 
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In suc,ll a case, the solution of (7)) fornlally different but equivalent to tha,t of the classical 3-cornered 
I 

hat method [I], is: 

t 

b 
r:j:j = S ]  2 (9) 

b 
T11 = $11 - 912 

I 7'22 = S.22 - S12 

I 

Moreover, (7) reveals that  if the third (reference) clock is "cluasi-ideal" ( ~ 3 3  << 7'7 1 a,nd r33 << 
P 

7'22, then sl.2 < s l l  and slz << s 2 2  and S, a,s wcll as R, car1 be considered diagonal. So, if S 
is alrrlost djagonal, the refrrerlcc clock is of high and by changing reference clock wc can 
get an idea, of which of the clock is less noisy b e c a ~ ~ s e  it will result ill a, matrix S with rni~iimurn 

r 
off-dia,gonal terms. On the contrary, when the values of sll, 522  arld s l . ~  are clos, the variance 7.33 

is doniinant wit11 respect to the other variances of R. 
I 

I Corlditioris (8) do not assure the oncorrelation of all thc clocks, because iria.ny different matrices R 
can be associated to tlie same rnatrix s and only one of them is diagonal. I n  any c ~ c ,  (8) suggest 

I that the uncorrelation assumption is reasonable. If one of (8) is viola,tcd, the classical 5-cornered hat 
B method cannot bc  applied and the co~nplete (non-diagond) matrix R ].nust be taken into account. 
L 

b As stated above, the rnatricial eclua,tion (6) is nnderdetermined. Some more reasonable requests 
are to be a,dded in such a way as to fix the cxtra parameters and obtain estimates for the unknown b 

elemcrits of R. Sl~pposing to  know somehow the tl~rhee (co)vaaiances 1.13, 1.23 a ~ i d  7-33 involving tho 
reference cloc,k, the other (co)v;~ria.nces rll, 1.22 a11d 1.1~ can bc uniquely calculated. In fact, from 

B 

(6), the Iollotving expressions amre obtained: 

I 

I T I  I = ,511 - rz3 + 2r13 

1.12 = S1.L - 7.33 f r1:3 f 7'23 

I 7-22 = 52'2 - 7.33 f 2~~~ 
B 

In order. to  fix the values of the free parameters 7-13, 7-23 and 7'33 an appropriate criterion ought to 
h 

be for~rlulated but there is an important cm~strajnt which boun(1s the solution domain and which 
I 

guarantees a significant result: the estil-~tated (:oz)ariance rr~tl.trix R must be positive rlejii~ite. 

b In Fact, by means of their delinitions both S and R as any c,ovasiancc. matrix are positive definite. 
I Such a property does not dcperld on the nurnbcr M of samples 11sed i n  tlie estimation of the 
L 

covariance matrix and it is shared by all the matrices defined as t h r  product of a nla,trix titnes its 
transpose. For this reason the treatment here exposed is independent of the particular statistical 
tool used to estimate stability, it holds either for the variance as in (2) or for a difierent process as 
the cornmorlly used two-sample variance. The positive definiteness of the covariance matrix implies, 
as a particular case, the positiveness of its djago~lal ele~nents, i.e. tllc variances. 

The scalar conditions cnsuring positive definite matrices regard the positiveness of t lie leading 
minors but, since matrices R and S are linked by ( G ) ,  the positive (lefinilencss of the unknown 
~rlatrix R is ensured by a unique scalar condition accostling to the following property: 

Property 1: The 3x3 matrix R., with arbitrary 7.13, r23, ~ 3 3  and with 1'11, 7 . ~ 2 ,  7.1% obtair~ed fro111 
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the positive definite 2x2 matrix S according to  ( lo),  is positive definite if and only if the determinant 
of the matrix R, denoted 1 R 1 ,  is positive, i.e.: 

The proof is reported in [19]. Tt is also interesting to note [19] that the condition (1 1) would allow 
rlz = 7-13 = 7-23 = 0 only if the same conditions (8) above are satisfied. 

The positive definiteness of matrix R can bc geometrically int~rpreted.  Ib begin with, let's regard 
7-33 as a known parameter; thc necessary and sufficient condition (1 1) can be rearranged as: 

where the (co)variances rll, 7-22, 7-12 have been substituted by (10). This expression describes the 
area inside an ellipse in the plane 7-13, 7-23. The center is in thc point of coordinates (7-33, ~ ~ 3 ) .  

The direction of the principal axes depends only on S and does not depend on 7-33, because thc 
coefficients of the quadratic terms are independent of ~ 3 3 .  The positive definiteness of R is then 
fulfilled when the choice of the parameters (rl3, 7-23 corresponds to a point inside this ellipse (for 
a given value of ~ 3 ~ ) .  Fig. 1 illustrates sevcral ellipses depending on different v a l u ~ s  of 7-33 for a 
given matrix S. The geometrical dimensions of the ellipse grow and the position departs from the 
origin for increasing values of ~ 3 3 .  

3 CHOICE OF FREE (C0)VARIANCES 

In the previous section it was shown that the choice of thc free parameters 7-13, T23 and ~~3 must 
always fulfil the positive definiteness of R. Setting I ~ ( T , ~ ,  7-23, rS3) = I R 1 ,  such a condition 
characterizes the domain of acceptable solutions in the space of free (co)variances 7-13, rz3 and T~~ 

(see (12)): 

However, this condition is not sufficient to determine a uniqne solution for R and further require- 
ments are therefore necessary. 

The leading idea in defining an optinlurn choice for the  free (co)variances is the  hypothesis that 
no information is available about the possible covarianccs betwcen different clocks, but they are 
supposed t o  be low. This is the same hypothesis of the "classical" method, but instead of forcing 
the solution of completely uncorrelated clocks, the solution of minimurn correlation, compatible 
with the positive definiteness of R, is sought. Therefore the here-proposed solution should coincide 
with the "classical" one (9)) when the positive definiteness of R ( I  1) is safeguarded. 

To this aim, the quadratic mean covariance J(r:? + r:, + r $ ) / 3  is defined as a measure of the global 

covariance among clocks. According to ( lo) ,  i t  can be expressed as a function of r l s ,  r23 and ~ 3 3 :  



I 

I 

k - 2 2 - (z(7.13 - 7.39) + 2(99 - r33) $ 2 ~ 1 3  - ~ 3 3 ( ~ 2 3  - ~ 3 3 )  t 2(~2:3 - ~ 3 3 ) ~  
I + 2(2~33  + ~ 1 2 ) ( ~ 1 3  - 7-33) + 2(27'33 t ~ 1 2 ) ( ~ 2 3  - 7 3 3 )  f 27.& 
c + (s12 + r ~ 3 ) ~ ] / 3  

b 

From experience, i t  can be ass111ncd that the global covar.iallcc can be diikrent fro111 zero but, on 
b the other hand, not too high. In fact a f111l correlation bctwrcu two clocks would imply that their 

sigrlals arc coincident, a,part from a ~nultiplicativc fi~ctor, and this fat% is to be ~xcludecl. 

To combine the reqilest of positive definiteness of the estimated n-mtrix R (13) and the rrli~linlizatiori 
of the global covariance (141, let us introduce the objective fl~nctiori J1(r13, 7.23, 733): 

b 

1 
F ( ~ 1 3 ,  7'23, ~ 3 3 )  = 

: 3 m [ q r I 3 ,  r23, r:33)12 

v H(1.13, 7.23, 7.33) 

B where the iixcd Sactor 3 m  has been introduced for the sake of aclirnensiona,lity. 

1 In the solr~tiori clo~nair~ J l ( ~ ~ 3 ,  T ~ : ~ ,  rS3) represerlts a sort of squared globa,l correlation ;tnd it is 
always positive or zero; it is zero when C( r I3 ,  T ~ : ~ )  js zero, in the case of full n~lcorrelation. The 

P 
rnini~nization of E7(rJ3, ~ 2 3 ,  ~ 3 ~ )  lcads to a solution or rninirnurr~ global cclrrelation safeguarding the 

I positive definiteness of tho resulting rnat1.i~ R. The rlua~ltity !!(r13, rz3, TIlta), in the denominator 
of the objective function (15), preverlts the choice of the free (co)variances horn l'a'adling on the 

I 
boundary 01 the feasible dornain defined ky (13). Such occurrence would yield a matrix R only 

b positive sernidefinite with a disequilibriun-1 in the estimated cova~.iance terms. Since no inSosmation 
is si~pposcd to be a,vailable about the possible covariance between clotrks, t l ~ c  solution with estima,i,cd 

b 
covariance terrris of similar a~nount  is hrre prcferrcd. 

I 

Such features have led to the choice of this objective fi~nction among the several ones investigated 

1- a t  the early stages of this work. 
I 
C One and only one global rninimurn of E(rI:<, r2:<, r3:<) mists irlsirle thc solr~tion domain, while 

F(r13, r23, ~ 3 3 )  goes t o  infinity on its boundaxy. In fact, threc-dirncnsional surfac,es F(r13, 1'23, q3) = 
b f (with F a positive constant) are associated to decreasing values of F going inward from the surface 
v 

.[I ( ~ 1 3 ,  ra3, rS3) = 0 (corresponding to  $ = m, until they collapse to a single point corresponding 
t o  thc global minimum. By the study of these surfaces [19], thc slli tlirnization of F(r I3 ,  ~ 2 . 3 ,  , T ~ s )  

h. car1 Be performed in a analytical way supplyi~lg, as a, result, the coosdinatcs rifin, r;in and 7-r of 
I 
L the mix~imurn. The provided solution coi~lcides with the "c1assica,ln onc (ser (9) ) of uncorrelated 

clocks, when c,ond itioris (8) arc verified. 
L 

B As a final remark it should be added that  this definition of the objcclive function f(r13, T23,  733) 
can be useful when thc clocks are t o  be considered of thc same quality level and when there is 

no information about their possible correlation. Otherwise F(r13, r23, rS3) could be defined by 
introducing a weighting factor Sor each covaria,nce term in (14), if soIne reasons for two clocks to bc 
less correlated than the others were known. The less correlated pair can have a larger weight factor 
multiplying its cova.riance term in (14), so that the search o l  the ~ninimurn will attribute a smaller 
correlation coefficient to that pair of clocks. Similarly, if the clock variances arc expcc,ted to be 
different, (for instance, when clocks of differcnt types arc compared), also weighs for the variances 
Tii  can be introduced in the ~niniil-la.t~dum function (15). 
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4 EXPERIMENTAL RESULTS 

In order to  illustrate the effective capabilities of the rncthod here-proposed, the data of three 
conlmercid cesiun-1 beam frequency standards maintained a t  IEN, Torino, Italy during the whole 
ycar 1987 are considered. The three clbcks, designated by the serial numljers 12 303, 14 1230, 14 
893, are considcrecl as the first, second aud third clock hereafter. The time difference of the clock 
sigrlals a,re trleasured once a day a.nd arrangcd iri vectors y13 and y23. The measured samples are 
processetl according t o  the AUan variance with overlapping sa.rnples for the integration tirnes 1, 2, 
-5, 10, 30, GO,  100 days. 

For each integration tirne the rnatrix S is calculated (second colunln of Table 1). The c,orresponding 
matrix R, evaluated according to the here-revisited mc,thoil, is reported in the third column arid 
the (necessarily diagonal) matrix R calculated according to the classical 3-cornered hat rncthod, is 
reported in the last column. 

For short integration tirnes (1, 2, 5, and 10 days) the resuilts supplied by both methods coincide. 
In fact the matrix S doesn't violate ronditions (8) allowing thp llricorrelated solution atid the 
tnir~irilizatior~ of the proposed f~lnrtioti leads to the n~inimurn allowerl global correlation. 

For longer ir~tegration times, thr uncorr~lated solution is not allowed and the lnatrix R estimated by 
thc new niethod is 11ot yet diagonal but gives informatiori also about the covariarlce between c-lorks. 
Thc application of the classical method to  these cases results in one negative estimated variance. 
By definition, the proposed nlinirriand urn function (15) leads to a solution with covariance terms of 
similar amonnt because no weight are inserted in (15). This is the sirnpl~st hypothesis when there 
is no infor~natio~l about the different clocks and their noises. 

5 CONCLUSIONS 

This paper reports a revisited version of the p o p ~ ~ l a r  3-cornered hat method suitable for estimating 
the individual clock variances and c,ovarimces, by lifting the too restrictive hypothesis of uncor- 
related c,locks. This formulation requires the introduction of cova.riances of measured data  and of 
c lods  arranged in positive defirlitc covariance matrices and leads to a anderdeterlnincd system of 
equakion. The underdeterminess has been resolved by considering a suitable objective function, 
whose rninimization supplies an unique solution. Exarnples of the application of the proposed 
method to data of docks maintained a t  IEN, Torino, Italy are presented: the obtained results show 
that ,  i n  this case, for long integration times the uncorrelation hypothesis doesn't hold and the revis- 
ited 3-cornered hat method provides a consisterit solutiorl of minimum allowed global correlatio~i. 
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Fig. 1: Elliptical regions yielding the positive definiteness of R on the plane (r-,,.r,) for a siven 
matrix S (s,, = 10, s,, = 3, s,, = -5) and different values of r;, (3, = 2,3,4). 



Table 1: Estimated variances and covariances for different integration times of three clocks maintained 
at EN, Torino,Italy during 1987. The matrix elements are in unit of 
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covariance matrix 
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