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FOREWORD 

These Proceedings contain the papers presented a.t the 'rwenty First Annual Preclsin;~ 
Time and Time Interval Applications and Planning Meeting. The meeting was held xr  thc 
Sheraton Hotel in Redondo Baech, California this year, A g o ~ d  attcndancc at the rnectir3gs 
and the banquet was an indication of the continuing interest in the field. We had 3, riurnber 
of invited papers, some of which are included in this proceedings. Some papers are r n ~ s s ~ r ~ g  
because they were not received irr time for publication or were withdrawn from publicatron 
by sponsors. The question and answer periods following each talk arc included, but they 
are marred this year by the lack o f  cooperation arnong  he questioners in not speaking 
with the microphones. 

We had for the first time this year a Poster Session. 'kcceptance of Lhrs sessiov was 
uniformly positive, both by attendees and by presenters. The advantage of this session is 
the one-on-one interaction between the presenter and the attendee. 

There were 254 registered attendees (up from 205 last year). 

The objective of these meetings is to provide an opportunity for program pla~ir~tr;;  I (.I rrleei 
those who are engaged in rcscarch and development and l o  keep abreast (.)I ~hc, i t ; t ' i ~ -  
of-thc-art and latest technological developments. At the same timc, tiley i:)rovldc ar; 
opportunity for er~gineers to meet program planners. 

The success of these meetings depends 011 the efforts of ? h e  Prograr-il C h a i r m a n  an(? thr: 
individual Session Chairmen and thc organization of the entire rrieeting by t l ~ e  Chaln-nxn 
of  the Executive Committee. Without their unstinting labor, such rncctings ~:ouiti r~o l  be 
held. 



CONTENTS 

Keynote Address 

Synchronization of Clocks ................................................. 1 
David Allan, National Institute of Standards and Technology 

SESSION I 

Specification and Procurement of Frequency 
and Timing Equipment and Systems 

Chairman: John R. Vig 
Army Electronics Technology and Devices Laboratory 

Invited Speaker, Timing in Swissnet, Specification, Development, 
................................. Implementation and Operational Experience 19 

I? Kartaschoff 
Swiss PTT Research and Development Laboratory, Switzerland 

Specification and Procurement of Frequency and Timing Equipment 
........................................... and Systems "Industry Opinion". 39 

D. Mitchell, Austron, Tnc. 
A Datum, Tnc. Company 

ValueProcurernent ....................................................... 45 
C. E. Youngberg 
Hewlett Packard Company 

Specification of Atomic Frequency Standards for Military 
................................................... and Space Applications 51 

J. White, F. Danzy, E. Powers 
Naval Research Laboratory 

SESSION I1 

Time Synchronization, Methods, and Performance 

Chairman: William G. Melbourne 
Jet Propulsion Laboratory 

Invited Speaker: Progress in 'Ikansferring Time Using ...................................................... GLONASS Satellites 59 
P. Daly and 1. D. Kitching 
University of Leeds, United Kingdom 

................................. Results of A Block I1 GPS PTTI Users Survey 71 
T R. Bartholomew, TASC and 
S. M. Bloor, Department of Defense 

.......................................... GPS -UTC Time Synchronization 77 
C. H. McKenzie, W. A. Feess, A. L. Satin, 
R. H. Lucas and H. Holz 
The Aerospace Corporation 



.................................. Precise Ephemerides for GPS Time Ransfer 
W. Lewandowski, Bureau International des Poids et Mesures and 
M. A. Wciss, National lnstitute of Standards and Technology 

Accurate Delay Calibration for Wo- Way Time 
................................................... Transfer Earth Stations 

G. de long, Van Swinden Laboratory 
The Netherlands 

Satellite livo- Way Time Ransfer: Fundamentals 
...................................................... and Recent Progress 

D. A. Howe, D. W. Hansnn, J. L. Jesperson and M. A. Lornbardi 
National Institute of Standards and Technology 

..................................... A Ncw Two- Way Time 'kansfer Modem 
G. I? Landis, J. D. White, A Gifford and R. L. Beard 
Naval Research Laboratory and 
J. A. Murray, Sachs Freeman Associates, Inc. 

SESSION I11 

Personal Interaction and Discussion Poster Session 

Chairman: Paul E Kuhnle 
Jet Propulsion Laboratory 

................................... Phase Distribution on Fiber Optic Cable.. 
J .  C. Webber and D. L. Thacker 
Intexferornetrics, Tnc. 

GPS Sy~lchronized Disciplined Rubidium Frequency Standard .................. 
D. E. Fossler 
m K  Syster~ls 

......................................... A CIPS Disciplined Rubidium Clock 
W. Dewey 
KinemetricsITruetime 

.................... Steady State Oscillator Analysis in the Imrnittance Domain 
R. Parzcn, Consulting Engineer 

..................................... Final Results of a New Test of Relativity 
7: t? Krishcr, L. Maleki, L. E. Primas, G. F. Lutes, 
R. T Logan and J. D. Anderson 
Jet Propulsion Laboratory 
C:. M. Will, Washington University 

............................................ The NIST Digital Time Service.. 
J. Levine, D. W. Allan and D. B. Sullivan 
National Institute of Standards and Technoloby 



A New Hydrogen-Maser Time and Frequency Standard at Shcshan ...................................... VLBI Station of Shanghai Observatory 191 
Z. C. Zhai, H. X. Huang, C. E I,in, G. X. Jiang, W, H, Luo and J. E Lu 
Shanghai Observator]v', Peoples Republic of China 

Improvement of Time Comparison Results by Using GPS Dual E'requency 
.............................. Codeless Receivers Measuring Ionospheric Delay 199 

M. Irriae and C. Miki. Corur-nunlcations Research Laborato~y, Japari and 
C. Thornas, Bureau International des Poids et Zlcsures. li;r,rncc 

...................................... Alternative Timing Networks with GPS 205 
G. {,andis, S. Stebbins, and R. L Beard, U. 5. 3;1;1v;i1 Kel;earch Laboratory 
A. F Idliegel. The Aerospace Corporation 

................................. A Comparison of Time 'lkansfer Techniques 215 
S. Stcbbins, A. Gifforc~ and R II 13edrci 
K,lval Rcsearct~ Ida boratory 

............... Atomic Velocity Distribution Out of Hydrogei~ Maser Dissoc~ators 223 
B Jaduszliwer arid Y C Gh;rrr 
'!he Aerospace Uorpo ratnon 

SESSION 1V 

,Analysis and Calibration 

Chairman: Samuel K. Stein 
Ball Aerospace 

Tropospheric Limitations to the Stability of Radio .Metric 
....................................................... Delay Measureme~its 233 

R. N. ?i-uehafi 
Jet Propulsion I,aboraro~y 

On-Orbit Frequency Stability Analysis of GPS NAVSTAK 
.............................................. C:csium and Rubidium Clocks 239 

'1: H. McCaskill and J. A. Buisstrn. Naval Research 'I-aboraton and 
T. J. Hogan, SliA, Inc. 

Application of Hydrogen -Maser Technology to the Search 
................................................ for Gravitational Radiation 259 

J. 11. Anderson, E. L. Lzcl and J W. Armstrong 
Jet Prnpulsiori L:ibor:itory 

Report on the Timescale Algorithm lkst Bed a t  USNO ........................ 260 
S. R. Stein, I3all Aerospdce; A, G~t fo rd .  Naval Rese~trch I ilborntory and 
1,. A. Rreakiron, Li. S. Naval Observatov 

............................ Observation Plan of High-Stable Pulsars in CRI, 289 
S. Har-na, M. Imae, H Klucilr. IL fiikaba and F! Ihk, ihas~~ 
C:ornmurricatioiis Kesearch Ldnoraior), M~nis tn  4 1 1 '  Po<t\ i ~ i d  

Teleconlrnunicatior~s. 3ap'in 



Accuracy Model for Phase Noise Measurements ............................... 
F. L. Walls, C. M. Felton and A. J. D. Clements 
National Tnstitute of Standards and Technology 
T D. Martin, Gravity Research Institute 

New Hydrogen Masers a t  the National Research 
........................................................ Council ofCanada 

D. Morris and J. Vrlnier 
National Research Council, Canada 

Status Report on a Synchronization Experiment Between 
...................... European Time Scales Using ECS Geostationary Satellite 

V Pcttiti, F. Cordara and F! G. Galliano 
Istituto Elettrotecnico Nationale, Italy 

................. A New Time Scale Algorithm: AT1 Plus Frequency Covariance. 
M. Wciss and T Weissert 
National Institute of Standards and Technology 

SESSION V 

New Technology and Results 

Chairman: Victor S. Rheinhard t 
Hughes Aircraft Company 

The Cryogenic Hydrogen Maser: Projected Performance 
......................... and Recent Progress Toward Spaceborne Applications 

R. L. Walsworth and I. F. Silvera, Harvard University; 
R. E C. Vcssot and E. Mattison, Harvard-Stnithsonian 
Center for Astrophysics and 
M. L. Dingus, Alabama Cryogenic Engineering 

................ Dielectric Resonator Oscillators Theory and State -of- the- Art 
A. P. S. Khanna, Avantck, Inc. 

Determining Optimum C-Field Settings That Minimize Output 
.................. Frequency Variations in Cesium Atomic Frequency Standards 

S. K. Karuza, W. A. Johnson, J. l? Hurrell, F. J. Voit 
The Aerospace Corporation 

.................... Modeling Fast Modulation Effects in Cesium Atomic Clocks 
P. Hurrell, W. A. Johnson, S. K. Karuza and E J. Voit 
Tile Aerospace Corporation 

Environmental Tests of Cesium Beam Frequency Standards a t  the 
.............. Frequency Standards Laboratory of the Jet Propulsion Laboratory 

R. L. Sydnor, T. K. Tucker, G .  A. Greenhall, W. A. Diener and L. Maleki 
Jet Propulsio~l Jdaboratory 

Performance of Optical Fibers for Reference Frequency and 
................................ IF Signal Transmissions in VLBI Observation 

K. Sato and T. Hara, Division of Earth Rotation 
National Astronotnical Observatory, Japan 

xvi 



Reliability Studies of Lamp Cells for Use in Rubidium 
................................................ Vapor Frequency Standards 431 

T McQelland, Frequency Electronics, lnc. 

Analysis of Fundamental and Systematic Effects Limiting 
........................................ Hydrogen Maser Frequency Stability 433 

E. M. Mattison and K. F. C. Vessot 
Srnithsonian Astrophysical Observatory 

Microcomputer-Compensated Crystal Oscillator for 
Low-Power Clocks ...................................**.................. 445 

S. S. Schodowski, R. L. Filler, J. A. Messina, V J.  Rosati and J. R. Vig 
U. S. Army Electronics Technoloby and Devices Laboratory 

SESSION VI 

Timing Systems and Equipment of Today and Tomorrow 

Chairman: Jack McNabb 
TRAK Systems 

..................................... PTTI Systems on the Eastern Test Range 467 
C. S. Duffy and J. L. Wright 
Computer Sciences Raytlieon 

........................ NASAIJYL Deep Space Network Frequency and Timing 479 
P. F. Kuhnle, Jet Propulsion Laboratory 

Synchronizing LORAN-C Master Stations to Coordinated 
........................................................... Universal Time 491 

G. R. Westling, M. D. Sakahara, and C. J. Justice 
United States Coast Guard 

Frequency and Timing System a t  the National Institu tc 
....................................................... forStandards(N1S) 501 

S. Sarnucl, National Institute for Standards, Egypt 

................................. Ultrastable Quartz Oscillator for Spacecraft 509 
J. R. Norton, Johns Hopkills University Applied Pllysics Laboratory 

................. An Unbiased Weighting Method for Data in GPS Common Vicw 519 
Zhuang Qixiang, Jian Shuguang and Fan Neng 
Shanghai Observatory, Chinese Academy of Sciences 

Simultaneous Transmission of a Frequency Reference and a Time Code 
................................................ Over a Single Opticle Fiber 527 

G. Lutes and M. Calhoun 
Jet Propulsion Laboratory 

.............. Common-View GPS Time Ransfcr Accuracy and Stability Results 537 
J. R. Semler, Interstate Electronics Corporation 



K E Y N O T E  A D D R E S S  
SYNCHRONIZATION OF CLOCKS 

])avid W. ,411anA 
Time and Frequency Division 

National I~lstitute of St,a~ldards and l'e.r:hnology 
Boulder, Colorado 80303 

Abstract  

Time metrology has  moved from ~nilliseconds t o  picosecollds in the  last folir decades, 
a n d  frequency metrology from nine significant digits t o  sixteen. The ability t o  syn- 
chronize remote clocks has  improved dramatically a s  well. With  implementation of 
GPS (Global Positioning System,) t,he full long--term frequency stability as  well as the  
frequency accuracy of the  best atomic clocks can now be transferred t o  rcrnote sites. 
GPS's selective availability, an intentional degradation of system performance, will 
adversely affect the  accuracy a n d  stability of GPS time and  frequency for the  average 
civilian user. 

In this  paper we  define terms of reference, discuss variolis al ter~lat ives for clock 
synchronization and syntonixation, and make some compariso~ls between various tcch- 
niques used in  synchronizing a n d  syntorlizirlg clocks. In the process wc rcvicw the  
concepts of time stability a n d  accuracy, frequency stability and  accuracy. 

INTRODUCTION 

The synchronization of clocks is a subject which has  been widely treated througl-lout the years. With 
the development of very accurate means for satellite time transfer, tlic subject has gaincd subst,antially 
in importance. This paper provides a tiisc~lssion of the relevant issues surrounding clock comparisons 
and of the various means of comparing them whcn t,hcy are a significant distancc apart.  

Time transfer systems (or clock synchronization systems) arc often characterized by a single number, 
designating a precision or an accuracy of some number of rnicroseconds or nanost:conds. This is often 
ambiguous and i t  is the intent of this work to  clarify t,hc ctiaracterization of clock synchronization or 
comparison systcms. We will apply thcsc techniques to sorrle current comparison systerris for clocks 
locat,ed some distance apart,  and project some of our 111 t 11 rt: opportunities - givcn ttlcsc techniques, 
constraints and guidelines. 

BACKGROUND 

We arc not here generally concernt:ti with rr~easurement noise, that  1s rlivic1r:r or counter noise though 
this can be problematic in some instances, A s  clocks continue t o  improve, morc at,t,cnt,ior~ rriust be 

, 

'Contributions of the U.S. Government; not subject to  copyright. 



paid to the characterization of measurement systems, that is the systems which read the output of 
clocks. This is especially true if the clocks are remotely located from each other. Characterizing the 
measurement system is essential if a remote (slave) clock is intended to be optimally synchronizeld or 
syntonized to a master clock. In this latter situation, optimum design of the servo system, locking the 
slave to the master clock, requires a characterization of all of the contributing elements. 

A free-running clock can almost always be characterized better than one whose output is scrvo con- 
trolled to another clock. Hence, a computed output or an external micro-phase stepper is useful in 
providing a synchronized or syntonized output which does not perturb the free-running clock[']. A 
local set of clocks can be better characterized if there are at  least three of them of about the same 

Once a set of clocks is available, then algorithms can be employed to intelligently combine 
their readings so that the algorithm-computed time and/or frequency can be more stable than that  of 
the best clock in the set. In addition, algorithms can be designed to test for abnormal clock behavior 
and to desensitize the computed time to any abnormal behavior as well as to failures[3]. 

If the clocks, as well as the comparison system, are well characterized, thcn an ensemble of clocks, can 
be constructed from a set of remotely located clocks. With full characterization of all components, the 
system of clocks and its associated comparison can be optimized for overall performance. As far as I 
know, while often applied to local cnscmbles, this concept has not yet been applied to clock enserxlbles 
whose member clocks are in different locations. There are some long-term plans to do this for GPS. 
We feel that there are potentially significant gains available in the proper application of this concept. 

Figure 1 illustrates a straightforward comparison system which measures the time ancl frequency dif- 
ferences between Clock 1 and Clock 2. Our concern is the characterization of the full noise in the 
comparison including measurement noise, clock noise and noise introduced in the cornparison path 
and system. In figure 2 we illustrate an additional concern which arises in designing a scrvc~loop to 
slave a remote clock to a master clock. The data from the comparison may not be available imme- 
diately; hence, in the feedback loop, the measurement noise, path deviations, the delay in acquiring 
the comparison data will effect the servo design vcry fundamentally. Practical delays in acquiring 
comparison data range from milliseconds to times longer than a rrionth. For examplc, the delay time 
(data acquisition time) for servo controlling Coordinated Universal Time at NIST (UTC(N1ST)) to 
the international UTC scale is more than a month. Though we will not go into the scrvo4esign theory 
in this paper, we want to stress that the measurement noise and path noise charact,cristics and the 
delay in acquiring comparison data play very important rolcs in servo design. 

Appendix A gives some relevant definitions of words (precision, accuracy, stabilit,~) that will be used 
in this paper. In characterizing systems for comparing clocks which are remotely located to each 
other, it is important to consider concepts such as: time accuracy, time stability, tirnc prediction 
error, frequency accuracy, and frequency stability. Each of these has a unique interprctatinn. 

Conceptually, time accuracy is the time difference between the readings of two clocks at sorrle time 
in a given reference frame. We oftcn define one of the clocks as perfect so that we are assessing the 
accuracy of a clock relative to sorrie "ideal" clock. One can imagine the transport, of a perfect portable 
clock to accomplish this time differencc measurement. Time accuracy is often lirnitcd by systematic 
errors in the comparison system, such as uncertainties in cable delays, and propagation-path-length 
uncertainties, and is often very hard to measure or assess. In addition, systematic differericcs between 
the clocks will contribute to the time inaccuracy. The time accuracy can ncvcr be better than time 
stability and is often much worse. 

One of the best ways to observe the time stability is to plot the tirne residuals, oftcri clcnoted z ( t ) ,  



between two clocks after the systematics have been subtracted. Time stability is, often affected by 
environmental variations (which affect clock and comparison system performance), in addition to the 
usual kinds of random variations. People commonly measure time stability as the rms deviation of 
the time residuals from a linear regression to  the time deviations. This practice, which can bc very 
misleading, will be discussed in some detail in the body of the paper. If thcrc arc terms 
affecting a time comparison system, then measuring the spectral density of the time or the phase 
fluctuations may be a very good measure. One may also measure the effect of these periodic terms 

using au(r) (see ref. 2).  We will show that for time stability there is oftcn a r (averaging-time) 
dependence. This is an important consideration which will be discussed later. We also show that 
r * m o d a y ( ~ )  is a useful measure of the time stability of a comparison system. 

The quantity KTU,(T) is a useful measure for estimating the time prediction error in a comparison. We 
often have a particular power-law spectral density process which is thc dominate model for the signal 
variations from the clocks and/or the comparison system. The value of K is 1/& for white-noise PM, 
1 for white-noise FM and for random-walk FM, and 1.2 for flicker-noisc FM urldcr the assumption 
of optimum prediction. Sometimes white noise phase modulation is the predominant, noise rriodel, in 
which case the quantity r * modav(r)/& is the optimum rms time prediction crror for an average 
over r of x ( t )  measurements. 

Frequency accuracy for a given primary st,andard is not a function of integration time and is properly 
stated as a single number. But the ability of a comparison system, to deterrrlir~c absolute frequency 
difference between two standards is often a function of the sampling or integration time, T .  We will 
show that the frequency accuracy of a comparison systcm is also a function of the data processing 
method. This leads to the idea that there is an optimum method for estimating the absolute frequency 
difference between two remote clocks or for coritrolling the frequency of a remote clock. 

Frequency stability, similar to time stability, is observed by looking at a plot of the fractional frequency 
offset, y(t), where y(t) = v(t) - vO)/vO with v(t) being the time varying frequency o~ltput, of a clock 
and vo is the clock's nominal frequency. In practice, measurcd valucs of y ( t )  are observed over some 
averaging time, r. It is often very useful to observe a y(t) plot a t  different averaging tirncs. Thc 
frequency stability of a comparison systcm can bc quantified in the same way clocks are characterized, 
using a uv(r) or moduy (T) plot. It is sometimes useful to measure the spectral dcrisity of lhc frequency 
fluctuations to supplement the above time-domain methods, in order to ascertain the presence of 
different kinds of noise. The kind of noise observed in comparisons between two clocks, and that which 
may be added by the comparison system, will determine how to optimize estimates of characterization 
parameters (both systematic and noise) for the clocks and the corriparison systcrr~. Or~r: important 
example of a characterization parameter is the frequency drift between two clocks. 

There are of course important relationship among time accuracy, time stability, tirric I~rctlict,ion error, 
frequency accuracy, and frequency stability. These will be discussed later. 

CHARACTERIZATION OF COMPARISONS SYSTEMS 

Figure 3 shows the improvement in the U.S. primary frequency standard since the advent of cesium 
beam technology. The trend line shows an improvement of about a factor of 10 evt:ry st:vc:rl years. 
We expect to  see further improvement, but extrapolations from data such as this :ire dangerous. 
There are now good indications that standards based on trapped and cooled ions will yield dramatic 
improvements. The ultimate potential for these devices is an accuracy of about one part in 1018, but 



practical considerations will make this limit difficult to achieve. 

In the past, the accuracy of operational comparisons between primary standards fell behind the accu- 
racy of the standards. Further improvements in primary standard accuracy were thus of limited use. 
IIowever, during the last decade the development and application of two-way satcllitc ancl GPS timc 
transfer dramatically changed the pict~rre. With the excellent comparison act:uracy availat)lc with 
GPS common-view technique, comparison accuracy is now ahead of clock accuracy. This was a major 
breakthrough for international time and frequency comparisons, and the GPS technique become the 
de-facto international standard for A decision by GPS system operators to intention- 
ally degrade performance as observed by civilian users, the so-called process of selective availability, 
raises questions which are important in time transfer applications. These will be discussed shortly. 

Time transfer using the two-way satellite technique now looks to  be a very attractive alternate available 
to primary timing centers. More information is nceded on thc accuracy and long-term timc stability of 
this comparison technique as early work has not focussed on th~se['1'[~1. Most nf the published results 
are on short-term time stability. 

Important factors for all of thcse comparison systems include cost and sir~lplicity of use and means 
for accurately assessing comparison accuracy. The ideal comparison syst,cm is one which provides thc 
time difference, the frequency difference, and the relative time and frequency stability of the clocks 
along with the uncertainties associated with the comparison system. If the comparison system is to be 
widely used, the cost should be low. Of course, there is no single system which now meets this ideal. 
Figure 4 shows a plot of some of the more common comparison techniques now being used. We have 
used both uY(r) and moda,(r) to characterize the frequency stability of these comparison systems, 
because, in some cases, white-noise phase modulation (PM) is the limiting random process and u , (T )  

characterization is ambiguous for that process. 

When white-noise phase modulation is tlic prcdorriinant noise in a corriparisorl systcrri, sorrie irriportant 
equations for optimal estimation of timc and frequency bctwccn the clocks arc: 

P ( i )  = a0 4- a1 . i and 

Ilere the h ( i )  is the optimal estimate of the time difference between the clocks at the rneasurerr~ent 
point i. The "ao" and the "al" coefficients are determined by minimizing the variance around the 
linear regression line, so the meaning of optiml~rn is for a minimum variance. Thc  x ( i ) ' s  arc the 
measured time difference over the N measurements. The confidence on thc cst,imai,e of tdhc int,erccpt 
"a," is so: 

1 
and the confidence of the estimate of the mean value ( f  = - c z(i))  is s,,,,: 

N .  
r = l  

The confidence of the estimate of the slope, ("al" t,hc frcclucncy diffcrcncc) is sl 



Equation 1 is the classical equation for a linear regression, which is often computed as a fit to the time 
residuals. The application of this equation is optimal only for white noise processes. We assume there 
are N values each TO apart. In this casr,, i,ile standard deviation (given by Equation 2) is a rrleasure 
of the time stability a t  the data  sampling rate - sometirrles called the time of the time difference 
measurements. The N - 2 expression in the dcrlominator shows that two degrees of fret:dom have bcen 
removed with the estimation of the an, a1 terms of Equation 1. The mean value confidence interval in 
Equation 4 is half that  of the intercept, and is the ~pt~irrlum estimate of the time difference between 
the clocks a t  the mid-point time. The solution to eqilation 1 a t  the midpoint is equal to  the mean 
value. Equation 5 shows the value of using n ~ o d o ~ j r )  to determir~ct the confidcnce of the cstimate of 
the frequency difference, a l .  If the residuals are not white: then the r dependence will not be rv3I2,  
and the linear regression will not give the optimum cstirrlate of thr time and frequency difference of 
the clocks. If the residuals arc white, the value of rnod~,(r:)  gives t,he proper value of the confidence 
for any averaging time, T .  The rapid irnprovernrr~t ( T - ~ ' ' ; !  ga.~r~r:cl it-; estimat,ir~g the absolute frequency 
difference by increasing the averaging tim.e is c:learly iilusr.riircd by the use of modcr,(r). 

Linear regression analysis is often used to model processes which do not have a white spectrum for 
the residuals. In this case, the lincar regresslcn coefficients anti their confidences can ort,cn be very 
misleading. A moda,(r) diagram will indicate i f  one 1s fir t2 ~ O I  iegitimate in using linear regression 
analysis, and if not then it gives a measure of the rlf(:cts of the ucgradation c ; i~~scd by the actual 
random processes on the estimate of the frequ~ncy difference hetween the two remote clocks. 

Figure 5 is a plot of the rms tirnc predict'ion error seen in  i:urrentiy available clocks and oscillators. 
The data has been used in an optirflum fash~orl to predlr:!. into the f u ~ u r c  over an int,crval, r,,. The 
rms time deviation can be defined In m a n y  ways. This is 1:;ne usefili approach. 'l'hr 11c:xt four Figures, 
6, 7, 8, and 9, are plotted with exacr,ly tile saine ortlinatt: and abscissa as Figurc 5. They can then be 
overlaid to  see tihe effects of various systematic effc:ct;s, either in the ciocks or in t,hc corr~parison systern. 
Figure 6 has the ordinate labeled wit'h bot'h ?.he white PM lrvci (usually arising from the cornparison 
system) and tbe time accuracy. The t,irne ac,curac,jt number providcs a hard limit, in comparirig the 
time difference between two clocks. In contrast, the white PM level is a function of intcgration time, 
and if other processes are not limiting, knowledge of the t i r r i t l  difference ixrlproves as thc square root of 
the number of measurements averaged consistent with equation 4. If the rcsiduals are wliite PM, 
one may also write from the concept of time averaging of measuremc~it~s the followir~g (quation: 

,3/2 
.srrr,. ,q(~oj = - rnoda, ( r )  , fi 

where "s7' denotes the classical standard deviation of the x(i) taken r, apart ( T  = nro) as i n  Equation 
(2). Since the numerator in Equation 6 is constant for white Phl ,  tjhc improvemcr~t in s,,,(ro) is 

proportional to  ro-'I2. This is not surprising since ro 1s the window over wlrich the phase (or the time) 
has bcen averaged. If ro becomes the f ~ l l l  da ta  length, then, as expected, Equation 6 is the standard 
deviation of the mean. Here again, a rnodrz, ( r )  diagrarri provides a good visualization of the estimale 
of the time difference estimate unccrtair~ty and of thc time stability (as lirr~ited by t,he clocks and/or 
the comparison system). 

Figure 7, 8 and 9 are included for the rendc,rs convenicncc~. F~gure  7 shows the accumulated time 



difference as a function of time for two clocks whose frequencies differ by various fixed amounts. In 
this case the abscissa could also be the prediction interval. Figure 8 shows the rms tirnc deviation as 
a function of the prediction interval as caused by flicker noise frequency modulation (FM) (a common 
noise in clocks). Notice that the slope is the same as for frequency offset. The factor 1.2 is the K factor 
for flicker noise where optimum prediction has been assumed. Figure 9 shows the large time deviation 
error that results from frequency drift. The labels for the different lines are fractional frequency drift 
per day expressed w powers of 10. The quadratic nature of the time deviation resulting from frequency 
drift often causes this kind of error to  be the predominate long-term systematic error. 

Figure 10 is a plot of rmod~ , ( r )  as a function of r .  With r = nro, this shows whether or not one 
benefits from averaging n values of the x ( i )  time-difference measurements. One of the advantages 
of this new approach is that it illustrates the benefit of averaging the time difference measurements, 
whether or not the instabilities are in the comparison system or in the clocks. If the nleasurenlent 
noise residuals are a white PM process, then the time stability will improve as the square root of r .  
If it is a flicker PM process there will be no improvement with averaging. If the plot degrades with 
increasing r (slope greater than 0), then there are probably non-stationary processes perturbing the 
comparison system. In the case of Loran-C, we see a double hump at one-half day and at one-half 
year caused by diurnal variations and annual variations. We have longer-term common-view data 
using GPS than are plotted, and know that the time stability does not continue to improve as square 
root of r .  In this case, the nonstationary processes are probably related to  ionospheric modeling errors 
and errors in the Kalman estimates of the satellites' ephemerides. Multipath distortion erects at  the 
antenna can sometimes cause several nanoseconds of bias in the time inaccuracy, but do riot change 
the slope in this type of plot, if the bias is constant. 

For two-way-satellite time transfer, the noise limit does not continue decreasing as indicated by 
the short-term results in Figure 10. Daily deviations of the order of a few nanoseconds have been 
observed, but these will likely be reduced as the systems are improved and better characterized. This 
characterization of the tweway satellite time transfer technique will be very important for the future 
- especially for averaging of one day and longer. A determination of the tirnc accuracy of this 
technique will be very important as well. Theoretically, both the timc stability arid the tirne accuracy 
of twwway time transfer should provide an excellent means for comparing widcly separated clocks. 
The primary drawback to  this technique is the need for broadcasting from each stat,ion, a requirement 
which adds cost and involves licensing with government agencies. 

THE FUTURE OF COMPARISON SYSTEMS 

It is clear that the best means for comparing widely separated clocks involves satellite techniques. For 
clocks in close proximity (that is, within a modest number of kilometers) perhaps optical fibers will 
provide the best comparisons[g]. As we develop higher accuracy and more stable clocks, we will need 
to use higher frequencies to  achieve bettcr phase resolution for the comparisons. 

It appears that the GPS system could be pushed to a time accuracy approaching a few nanoseconds. 
For short-baseline comparisons, studies suggest that one might achieve accuracies as low as 0.1 nsL9]. 
Time stabilities for GPS common-view comparisons yicld rmoda,(r) of about 1 nanosecond times 
r P 1 l 2 ,  where r is in days. At ir = 1 day, this product actually ranges from 0.8 to 8 ns for thc many 
international time stability measurements which use the GPS common view method. With ionospheric 
calibrators and more-exact, a post-ephemeris data for the satellites, the GPS common-view technique 
could yield a comparison limit for frequency accuracy approaching 10-17. This would require about 



three months of integration under the assumption of ideal white-noise phase modulation. Codeless 
ionospheric calibrators, which measure the real ionospheric delay, are now becoming available for GPS. 
There is also the promise that precise post-measurement ephemerides will be made available to the 
civilian sector (the non-PPS user). With these advances the GPS common-view nlethod for time and 
frequency transfer could be even better than it has been, but the price for this would be additional 
processing along with a significant dclay in acccss to  data needed t,o calci~latc all crrors. The following 
table summarizes the anticipated compensation for using GPS in the common-view mode. 

TABLE 

E P S  COMMON-VIEW T I M E - T R A N S F E R  E R R O R  SOURCES 

(WITH SELECTlVE AVAILABILITY ON) 

SOURCE C:OMMEN'rS HMS TIME A C C I J R A C Y  (nu) 

-. 

CLOCK DITHER CANCEB ~NC-VM-~DE"- - - 
EPSILON DEPENDS ON THE RASE-1,TNE 30 to 50 
IONOSPHERE (BDCST) DEPENDS ON TOU AND COORD. 5 to  40 

TROPOSPHERE DEPENDS ON ETJEV. AND WEATHER 2 to 5 
MULTIPATH DEPENDS ON GROUND PLANE AND REF1,RCTION 4 to 8 
RECEIVER DEPENDS ON THE MAKE AND MODEL 1 to  100 

C-V TIME TRANSFER ERROltS (NO COMPENSATION) 3 t o  120 1 
(WITH SELECTIVE AVAlLASlLITY O N  AND WITII COMPENSATION) 

1 SOURCE C O M M E N T S  RMS TIME A C C U K A C Y  (ns) I 
.......... 

CLOCK DITHER CANCELS IN C-V MODE - - 

EPSILON COMPUTED EPHEMERIS (Some Days After) 3 to 5 
IONOSPHERE WITH IONOSPHERIC CALIBRATOR 2 to  3 
TROPOSPHERE DEPENDS ON ELEV. AND WEATHER 2 to  5 
MULTIPATH WITH CIIOKE -RING ANTENNA GND. PLANE 2 to  4 
RECEIVER DEFENDS ON MAKE AND MODEL 1 to 100 

C-V TIME TRANSFER ERRORS (WITII COMPENSATION) 

. . . . . . . . . .  ...... 

The r igh t  c o l u m n  l i s t s  r m s  e s t i m a t e s  for each  of t h e  t i m e  accuracy  error e l e m e n t s  ~~) l . t / t  the s u m  at 
t h e  e n d  of e a c h  c o l u m n  being t h e  square root of t h e  sum of t h e  squares .  EPSILON i s  t h e  i n t e n t i o n a t  
i n s e r t i o n  of e r r o r s  in t h e  broadcast  e p h e m e r i s .  The m e a n i n g s  of o t h e r  t e r m s  i n  th,e table  arc:  

C-V - GPS common-vicw mode Elev. - Elevation 
TOD - Time of Day Refl. -- Reflections 
GND - Ground HDCS'I' - As Broadcast 

IIow well the systematics of the t,wo way satellite timing technique can be untfrrst,ootl is yet  to be 
determined. From a theoretical point of view tjhis technique should be better, in both t i r r i o  st,abilit,y 



and time accuracy, than the GPS common-view technique. The rnethod could provide about an ordcr 
of magnitude of improvement. 

An often overlooked experiment which could lead t,o timc transfer improvement is the Scout Rocket, 

Experiment which involved flight of a hydrogen rnaser[lO]~["]. This experiment used a rrlicrowave 
Doppler cancellation method and an ionospheric calibrat,ion systcm. From the published data  it is 
estimated that  time stability, rmodn,(r) over several hours was about ten picoseconds. With this level 
of stability available frorn a satellite-born hydrogen mascr, cyclc ambiguity of the clocks microwave 
signal could he resolved from pass to pass or from day to day. This could yield frequency comparisons 
over 24 hours of 10-16. Tf thc residuals for the comparison process wcrc white PM imrn day to  daly, it 
would take only a few weeks to  measure frequency difference a t  the 10-lR levcl. At t,his level, relativity 
considerations become vcry Ernportant, and they well be very diflicult, to calculate. Hut, with bigger 
and bcttcr computers coming in the f~rt~rrrc, perhaps the relativity issues would bc solva1)le. 

CONCLUSION 

In ordcr to synchronize (or syntonizc) a system of clocks in an optimum way, it is necessary tn 
know both thc stability characteristics of the clocks as well as those of the comparison system. 'The 
characterization the random variat,ions in clocks is pretty well understood, t ) ~ ~ t ,  t,hat of comparison 
systems is not. It  is often the case that  thc st,ar~dard deviation of the time residuals is norl-convergent 
for both clocks and comparison systcrns, i n  which case it is not a useful rneasurc. In this paper we have 
presented some reasonable ways to  describe and to charactcrixc cnmparison systems. These allow us 
to better specify time ancl frequency comparisons. This issuc is 1,ccorning more important as system 
synchronization and syntonization rccluirements become more stringent,. 

We have explained how tirrie accuracy, time stahilit ,~, tirr~e frequency accuracy and 
frequency stability are separate and distinct concepts. Important relationships bct,wcc,r~ these concepts 
were presented. These have implicatioris for accurate time comparisons. For cxarriI)le, knowing the 
kinds of random instabilities in the clocks and i r ~  the cornparison system a1lc)ws onc t,o optimally 
estimate the absolute time and frequrncy tlilrererlces between widely separated clnrks. As we anticipate 
more accuratc frequency standards, vcry careful design as well as characteriznt,inn of corriparisorl 
systcrns will be required to take advantage of the improved ~ t ~ a r ~ d a r d s .  Even a t  current tirnc comparisorr 
lcvt:ls, there is a need for better specification of the pcrforrnance of comparison systcrns. We have 
presented one reasonable approach with tlic hope that  this will stimulate discussion ancl cvrrl adoption 
of a stanclard method for charactrrizir~g the accuracy and stability of t,he corrlparison process. 
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APPENDIX 

DEFINITIONS 

ACCURACY 
The degree of conformity of a measured or calculated value to its definition (see Uncertainty). 

PRECISION 
The degree of mutual agreement arrlong a series of individual measurerncrits; often, but not 
necessarily, expressed by the standard deviation. 

UNCERTAINTY 
The limits of the confidence interval of a measured or c-nlculated quantity. 

FREQIJENCY INSTABILITY 
The spontaneous and/or environrnentally caused frequency change within a given time interval. 

A) With respect t o  a set of independcrit dcvices of the same design, the ability of these devices 
t o  produce the same value. 

B) With respect to  a single devic:~, put into operation repeatedly without adjuslrricnts, the 
ability to produce the same value. 

ERROR 
The difference of a value from its assumed correct value. 

DR.IFT 
The systematic change in frequency of an oscillator with tirne. 

AGING 
The systematic change in frequency wil,ti time caused by ;rit,crnal changes in tlic oscillator. 
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Figure I. This figure shows two clocks, some arbitrary distance apart, being compared by some generic comparison system. In 
principle, the comparison system can be co-located with either or both of the clocks or with neither of the clocks. In general, the 
measured values coming from the comparison system will have variability due to the clocks noise, delay variations in the connecting 
links, and variations in the comparison system itself. Characterieing the performance of the links and the comparison syatem is 
important. Otherwise, understanding what variations come from the clocks and what comes from the comparison system and the 
links would be impossible. 

rEz%q] Perturbations 

Figure 2. This figure is similar to Figure 1. Again, we are measuring the lirrie and frequency difference between two clocks 
located some distance apart. In this case we wish to servo control the time and/or frequency of the slave to the marrter. A proper 
characterbation of the links between the clocks in combination with the comparison system is essential for the proper design of a 
feedback system to control the slave clo&. Another important parameter for the feedback design is the delay associated with the 
comparison system. 
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Figure 3. Depic td  here is the coritinual improvement in atomic frequency standards of the U.S.  The overall trend in a factor of 10 
imprwement every seven yeara. If this trend line continues, and there is good indication that  it may, then more careful attention 
is needed both on the design as well an on the proper characteriGatlon of comparisorl systems for these standards. Note: one 

nnnolrccond per day correspontb to a fractional frequency of about a part in lo". 
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Figure 4. Thia plot gives nominal frequency stability of several important cornparison aysterns. The stabilities are charactetieed 
using a Y ( r )  except where indicated by an '*". Moduy ( r )  waa used in those cwes where white noise P M  was predominant for aome 
range of sample tirnea r ,  and an asterisk "*' denotes thoae. The "Tel. Reciprocity' d a t a  were analyced under the assumption 
of reciprocity of the path (memure the round trip time and divide by two to  calibrate the path delay). The short-term data 
were measured locally and the long-term da ta  were measured between Colorado and Hawaii via communication satellite. We 
often found that telephone modems contributed more noise than the path. What is plotted is the composite. The WWV and 
WWVH timeand-frequency t rawmi~s ions  at  2.5, 5, 10 and 15 MHs (WWV also broadcuts  at  20 MHz) are limited in !,heir 
stabilities by sky-wavepath variationr. GOES East and GOES West are NOAA weather satellites broadcasting UTC(N1ST) on 
two slightly different frequencies near 468 MHs. Here, the stability is limited by the knowledge of the satellites' ephemeraden. 
WWVB is NIST'a 60 kHz time-and-frequency broadcut  service; in this case the propagation path stability in limited by the 
f luctu~tions in the earth-ionosphere waveguide. The T V  Line10  method involves line of sight transmissions in the T V  band. It 
can operate with an atomic clock at  the transmitter or with two clock sites receiving the TV L i n e 1 0  arrival times concurrently and 
subtracting one set of numbera from the other. Stability limitations here are often caused by the receiving equipment. Loran-C 
is a ground-wave navigation signal (at  100 kHe) operated by the U.S. C u u t  Guard. The time is monitored and controlled with 
respect to UTc(USN0) .  The  stability is limited by propagation path variations. T w e w a y  satellite time transfer uses apread- 
spectrum modems operating wilh different up-link and down-link carrier frequencies in one of several different bands (C, Ku ,  and 
K ) .  The short-term stability fur twwway satellite tirne tranefer is banically limited by signal to noise and bandwidth consideration.. 
Currently, the long-term performance s e e m  tu be limited by equipment instabilities. One can only extract frequency information 
from the "GPS Carrier Phase" measurements, and the stability s e e m  to be limited by the GPS on board clocks. Time and 
frequency stability of directly received GPS signals in limited mainly by variations in the GPS Kalrnan state estimates for the 
ayatern. If one im using an L1 GPS timing rocsirsr only, then the ionolphmric modsling srrorm can contribute additional inrtobilitia. 
In some cases, signal multipath errors and/or receiver instabilities can allro contribute significant instabilities. Using GPS in the 
common-view mode cancels out the clock instabilities of the GPS satellites and cancels some of the broadcast aateIlite-ephemeris 
instabilities. The stability limits for the comrnon-view mode ariae from the same mechanism aa for GPS direct meaaurements 
except that  some of the mechanisms are reduced by common-mode cancellation. 
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Figure 5 This is a plot of thc tirne pred~ction error, x,,.(r,), as a func t i~n  of the prediction interval for commercially available 
precision clocks. Qe d e n o t ~  ciunrte crystrrl oacillntor clock; Rb derlotes rubidiurn gas-ccli frcquericy-ntnrldard clock; Cs denotes 
cesium- beam frequcncy-stnrlii;irtl clock; and R-M denotes active hydrogen maser clock This prediction error is calculated from 
X7qy(7) with K being chmen for an optimum prediction est~rnate.  The value uf K depclida on the type of noise. 
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Figure 10. This type of plot can be used to determine whether or not smoothing or averaging the da ta  is beneficial. We have here 
defined the time stability as the p ~ o d u c t  rmodut( r ) .  For flicker noise PM, white noise FM, flicker noise FM and random-walk 
noise FM the standard deviation of the time residuals grow without bound as the data  length increases. Hence, it is not a good 
measure. The above product is a good measure, ie convergent and is data-length independenl. This measure can also show the 
effects of systematic effects, of environrnerltal perturbations as well aa the different kinds of noise proceesea that may be driving the 
instabilities in the comparison system and/or in the clocks. The different comparison methods plotted are explained in Figure 4. 



QUESTIONS AND ANSWERS 

GERNOT WINKLER, USNO: I have two comments. FirsL; the telephone capability was not 
invented here, unfortunately. The Japar~ese reported in 1984, tests made over a 400 kilorrleter range between 
Mitsusaba and Tokyo. They reported noise of approxirrlately 100 microseconds over that range. The sccond 
thing is maybe more important; that is we expou~ld the virtues of eficient statistical nieasures, with the 
average over sufficient points, in the case of pllasc noise. This is, of course, precisely accurate, but what is 
good and necessary for laboratory conditiorls is not the best for actual field operations. If wc have a system 
where you must make robust measurerrle~lts of clock differences, the robustness is what has t,o be observed. 
You have to remember that efficiency and robustness are opposite extremes. For that reason, it is rnucll 
easier to recognize outliers if you rnake direct fits, even though it is a far less efficient measure of the offset. 

MR. ALLAN: In response to that I guess that I would say two things. First,, I agree that one has to 
take the robust statistical approach, there is a lot of power in that. The only slight exception that I would 
irlakc is that if one does optimum estimation, then yo11 are more efficiently able to sec outliers. There are 
clifferent ways to use robust statistics, I believe. 1 do fully agree with the concern i r ~  these issucs, because in 
field operation you have to deal with a.hnor~rlal behavior. 




