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Starting with an assumed ideal network having perl'ect clocks at  every node :ind 
known fixed transmission delays belween nodes, the effects ol  adding tolerances 
to both transmission delays :tnd nodal cloclrs is described. 

The advantages o l  controlling tolerances on time rather than frequency a r e  dis- 
cussed. Then a concepl is prescntcrl for maintaining these tolernnccs on time 
throughout thc nelworlr. This concept, c:tllcd time reference tlistribution, is a 
systematic technique lor  clistributing time reference to all nodes of the nelworlr. 
It is reliable, survivable :tnd possesses many other tiesirable characteristics. 
Some 01 its features such ;xs an exccllcnt self monitoring c:ip;xbility will bepointed 
out. 

Some pre1imin;~ry cstimatcs of lhc accurxcy that might be expectcrl will be tie- 
vcloped and there will be n brief cliscussion of the impact upon cornrnunicatjon 
system costs. 

Timc refercnce distribution is a concept that :ippcars very attra.ctivc to the 
author. It has not had cxperirrlcntal evaluation and has not yet been endorscd 
for use in any comrnunical;ion network. 

Time division multiplexing and/or switching which is often desiral~le in a djgjtal 
communication network presents timing problems. 'l'hese arc problems of n 
type not experienced in analog nctworks using frequency clivision multiplexing 
and space ciivision switchingb. 

For time division multiplexing ant1 switching in a digital communications system, 
each bit from an incoming bit stream must be available to fill its time slot whcn 
jt is nccded. In an ideal system, exact t inlc would be nvailflblc at every trans- 
mission node and therc would be known, fixcd del~xys between nodes. Under 
these conditions, the system could be designed so th:tt each bit arr ivcs at  the 
timc division multiplexer o r  switch at  the desired momcnt. 



However, in the real world this ideal situation does not cxist. There a r e  vari- 
ations in transmission dclay between nodes. These can be allowed for by using 
l'elasticll storage buffers between the rcceivers located at  each node and the 
associated time division multiplexing o r  switching equipment. Bits which arr ive  
too soon a r e  stored in these buffers until they a r e  needed. The buffer storage 
also serves a s  a reservoir to supply bits when incoming bits arr ive late. At 
any given data rate each bit of buffer storage represents an increment of time 
tolerance. 

If, in addition to variations in transmission delay between nodes, there is a 
tolerance on timc a t  each node, the buffers may be enlarged to also accommo- 
date the nodal timing errors.  Tcchnolow is presently available, MOS micro- 
circuit first-in first-out (FIFO) serial  buffers used by the computer industry, 
that can cconomically provide hundreds ol microseconds of variable delay stor-  
age. A bit read into the input of thcsc devices propagates by itself to the unfilled 
bit location ncarest the output. When data is  read out, the remaining stored 
data automatically shifts toward the output. The input and output clocks a r c  in- 
dependent. Unless timing i s  used for functions other than keeping the bits in the 
proper sequence, the acceptable timing tolerance for the communications sys- 
tem is limited only by the acceptable number of bits of buffer storage and the 

- 

data rate, i. c. , the acceptable variable time delay of the buffers. 

A tolerance on nodal frequency (instead of on nodal time) is equivalent to a lol- 
a 

crancc on the rate a t  which an e r ro r  in time may accumulate. A frequcncy tol- 
erancc will permit a boundless time c r ro r ;  therefore, the interval of timc over 
which an e r ro r  is  permitted to accumulate must be specified. The amount 01 
buffer storage required by the communications system i s  determined by the 
accumulated time e r ro r  rather than the rate a t  which it accumulates. As a re-  
sult, whenever a frequency tolerance is specified, a rese t  interval must also be 
spccificd. For a system which is to be in continual use over a long period of 
time, it is preferable to control time rather than frequcncy. 

One presently planncd communications system (TRI-TAC) will employ a tolerance 
on frequency rather than time. In this system an atomic standard js used at  each 
node to maintain the required frcquency tolerance. Buffer storage sufficient for 
a 24-hour period is provided. The buffers a r e  dumped and reset  a s  required. 

Another technique not requiring a tolerance on timc is called mutual synchron- 
ization, in which each node adjusts its own freclucncy to reduce the timing e r ro r  
between itself and some average of thc res t  of the networlrl* 2 s 3 .  Rcmoval of 
any node of the network still leaves a synchronized network, but a transient dis- 
turbance in one part  of the network will propagate to other parts of the network. 
Any one clock can perturb the system frcquency. 



developed for  point-to-point t ime division transmission. In pulse stuffing, mul- 
tiple asynchronous signals a r e  padded with ciurnmy pulses to brjng them to st 

common bit r a t e  for  t imc divisjon mulliplcxing. After multiplexing a t  this corn- 
mon ra te ,  t ransmission of the combined signals and dcmultiplexing a t  the r c -  
ceiver,  the dummy pulses  arc  moved to re turn  cach sjgn:tl to i t s  original asyn- 
chronous rate.  Although this pulsc stuffing technique appears  economical fo r  
point-to-point applications, it docs not appear economically nttractivc for  a t ime 
division switched network. If a large number of channels a r e  combined synchro- 
nously a t  the trnnsmittjng enrl, the pulsc stuffing technique is an  attr;ictive method 
of multiplcxjng many of thc resulting higher r a t e  channels. Thc cost of stuffing 
js shared  among a l l  of the incliviclual channels that a r e  synchronously corrtbjned 
to form the higher r a t e  input to the pulse stuffing equipment. The  signals that 
a r c  originally synchronous :it the input of the poiat-to -point t ransmission sy s tcm 
remain synchronous a t  its output. In a switched network each rnernk~er of a group 
of synchronous channels a t  a single origin may have a different destin:>tion. finch 
might bc grouped with signals originating Irom othcr pojnts in the nctwork so t11:1t 
mcrnk~ers of the new group will not be synchronous. They no longcr will he :~blt. 
to sha re  thc sarne pulse stulfing and clcstuffing ecluipmcnt. Pulse stufIing on an 
indivirlual channel basis  thus becemcs ncccssary in an unsynchronieecl switched 
digital network. This  irnp1ic:s expense. 

Perhaps the most  obvious of all synchronizing mctllods is a master-s lave tcch- 
niquc in which a l l  nodes 01 the nctwork a r e  sl:tvccl, cithcr directly o r  through 
intermediatc nodes, to a single mas t c r  clock. The reliability of this  technique 
ancl its survivability in a military environment have ljecn cluestioncd. Howcvcr, 

5 G' seve r :~ l  commercial communic:itions systcrns plan to use it' 9 . 
F r o m  this baclcground discussiotl l i  can be sccn that n close tirrlc tolcrance a t  
every node of n digital communications nctworlr employing timc division multi- 
plexing :tnd/or switching would be desirable rf an cconomicnl, re1i:thle and s u r -  
vivable method could bc founcl. The Time Kcfc~'cncc Distribution technique is 
o11ercd a s  a possibility. After the t~chn iquo  has been cxplaincd sornc 01 i t s  
ac1vanl:tges will bc listcd. Some of the listccl aclvantagus resu l t  f rom nlaintainlng 
a close t ime lolerancc. 

TIME REFEIZENCE: I)1Srr'HB'CTTIOK 

The Time Rcfcrencc Distribution techniquc7 fo r  digital communic:itions network 
timing provides an accuratc  cloclr nt e:ich node. Accuracy is rnajntninecl by 
occasional correction of iiodal clocks using t ime refercrlcc information trans- 
mitted over  cvcry ljnk of the network in such n way :is to be independent of trans- 
mission ciclays. Since timing path i s  associntetl with cvcry cornmunjcations a 



link, the only way for any node to be isolated from timing information is for it 
to have no communications with the remainder of tlie nelwork. 

For the Tjme Reference Distribution technique, all nodal clocks are rank 
ordered, i. e.,  sequentially arrangcd in order of priority. Timc reference 
information is passed in both directions over evcry link. Time comparison 
signals to be uscd for time dillerence measurement can be superimposed on 
the data stream o r  its ca r r ic r  by a special modulation tcchnique. Alternatively, 
the frame synchronization code may be used for this purpose. In addition to 
these basic time comparison signals, four types of data a r c  transferred from 
each node to the nodc a t  thc other end of each ljnk. Thesc data are: 

1. The time difference between the local cloclr :~nd the clock at the other 
end of the link a s  observed at the local cloclr (this lime difference in- 
cludcs transmission delay). 

2. The rank of the node used as the master time refercncc for the local 
clock. 

3. The merit of the transmission path over which the time refercncc jn- 
formation i s  passed from the reference cloclr to the local clock. 

4. The ranlr of thc local clock. 

'Yhc first  datum, i. c., the clock diIlerence information, is used to m,akc thc timc 
reference "indcpcndcnt" of transmission delay. Each node measures the time 
tlifference between its own clock and that at the othcr cnd of cach link. This 
measurement is trnnsmittcd to thc othcr cnd of thc link so that both measure- 
ments a r e  av:tilable at both ends of each link. To illustrate jts usc, let TA be 
the time of the clock a t  node A, and let T, be thc limc of the cloclr at node B. 
Let I),, be the transmissjon dclay from nodc A to nodc B, and let D,, be the 
transmission dclay from nodc B to nodc A. Then the time difference measured 
at nodc ,4 is K A =  TA - (TU - DUA) and the time difference measured a t  node I3 
is K - T - ( T  - ) Subtracting K,, from KU and dividing by 2 gives 

Whcn the transmission dclays in thc two dircctions a r c  thc same, they cancel, 
giving the time difference between the two nodes in-dependent of transmission 
delay. Adding KA to Kg gives 



When D AH is cqual to I) U ~ ,  the transmission delay between nodcs is also avail- 
able by dividing (K, + K,) by 2. Only a few bits of information per minute a r e  
required on each link to trctnsfcr the required timing data. Altllough timing 
differencc measurements a r e  made quite frequently, thc clock timc corrections 
mtty be made much less lrequcntly bec:tusc t ime  e r ro rs  will :~ccurnulate very 
slowly.y. 

The other three data a r e  used wjth a simple set  of rulcs lo allow each node to 
unambiguously select its time rel'crcnce from thc incoming lirtlr that should pro- 
vide the best: reference, Other cross cliccks a r e  avai1ak)le to determine whcthcr 
this path i s  reliablc. If i t  is not reliable, an alternate clloice call bc made by 
applying the same sct  of rules. The basic rulcs a r e  its follows: 

Rule 1. The time reference for the local cloclr i s  t:tkcn from the link -- 
coming from thc node which uscs the highest ranking clock a s  its 
time referencc. IIowever, if the local clock outrttnks thc others, 
the local clock is uscd as reference. If any two links come Irom 
nodes relcrcncing the samc highesl rslzking cloclr, the criterion 
is inconclusjve. In a normally operating networlr, all  nodes will 
be referencing thc same m:tstcr time rbelcrcnce su that t l ~ j s  cri-  
terion will normally he inconclusive 'anti rulc 2 must be rtpplicd. 

Rulc 2. When thc f i rs t  test i s  inconclusive bccause the links come Irom 
nodcs all referencing the same highcst ranking clock, select the 
one that comes ovcr the highest merit tr:lnsrnission path, i. c.,  
the one with thc bcst time transfcr c:tp:tbility. Lt' two o r  morc 
come over transrnissjon paths with the snmc highest meri t  rating, 
this tcst will also l ~ e  inconclusive :inti x-ulc. :< must bc applied. In 
rrlost cases this will be a conclusive Icst. 

Rule 3. When the f i r s t  and sccond lests a r c  both inconclusive, select 
- - 

from those linlcs with tim~a rcfcrrnce cornjng from the samc 
highest r:idring clock over paths with the. samc bighesl mcri t  
rating thc one th:il corncs fr-om the I-iighcst rnnliing, directly con- 
nected node. 

Nodcs carry  the samc ranking as Ihc nodal cloclr that they :Ire using at  the 
moment. Multiple clocks of different rank may be proviclcd at  nn indivi(lua1 
nodc for reliability. Consir1er;tlions in ranlring thc nctwnrlr c1ocl;s include the 
quality of thc clock :ind thc merit (timc transfer c:tpi~bllity) of communications 
paths to the highcr ranlring nodcs. Those noclcs cquipped wit11 ccsium beitm 
clocks will normally be r:tnl<ed higher thnn thosc cquippetl with rubidium clocks 
which in turn will bc higher than thosc cquippetl wit11 quartz clocks. Of those 
nodes with ccsium beam cloclrs tllosc with the best tirnc reference path to the 



highest ranking nodes will normally outrank those with poorer paths, e. g., those 
with a direct high resolutjon satellite path would normally outrank those with 
other types of long transmission paths. A node with more than one type of 
clock will bc identified in rank by the particular clock in use a t  the moment. 

Each transmission link will be assigned n merit (or perhaps more appropriately- 
demerit) value which depends upon its length and thc transmission medium. 
Each node is informed of the accumulated transmission path merit for the time 
reference used at  the othcr end of thc link (one of the four pieces of information 
cxchangcd). Using the characteristics of the link over which thc time reference 
information is received, the meri t  rating is furthcr dcgradcd bcfore it is used 
at  the local node. Thus, thc path merit rating is increasingly degraded a s  thc 
time reference information is passed through more nodes of the network. 

Examination of the rules above shows that they assure  that there will be no sys- 
tem closed loops to contribute to system instability. This js truc bccause of 
the additional degradation of the path merit rating ns additional links a r e  tra-  
versed. Any return path must have a lower merit rating and therlorc cannot be 
selcctcd a s  the reference. The rules assure  that every node will have a time 
reference signal so long as  any one communications link to the node is still  
useful. These same rulcs pcrmit thc next ranking node to take over a s  the 
reference for the system if thc highcst ranking node becomes inoperable. They 
also direct that the highest ranking node in any isolated portion 01 the network 
will be selected as its reference. 

The nodal clock is used for all timc division multiplexing and switching Iunctions 
at  the node. It also clocks the bits out of the "elastic" storage buffers associ - 
atcd with each received link and times the data on every outgoing data link. Thc 
receivers for every incoming link derive their time from the received signal. 
(This is usually done by providing a phase shilted signal lrom the nodal clock 
and making it coincidc with thc timing of the rcccivcd signal. This tnlres ad- 
vantage of f i e  stability of the nodal clock. ) This receiver timing i s  uscd to 
demodulate the received signal and clock bits into the "elastic" buffers; thus 
bits a r e  independently clocked into the buffcrs by thc rcceivcd timing and out of 
the buffers by the nodal clock. 

SOME ADVANTAGES OF THE TECHNIQUE 

1. By referencing onc node of the network to a precise time source, such 
3s the Naval Observatory, an accurate time reference becomes available 
throughout the network. 



2. Since the rules for selecting the refcrcnce sources prevent the establish- 
ment of system closed loops, there i s  no problem with system stability. 

3. It has superior self-monitoring capability. Every nodc rcceives time 
rcfcrence information from every directly conncctcd node; any disagreement 
in thcse time relerenccs at  any node indicttles a potcntial problem. This indi- 
cation can occur while the system i s  functjoning quite satisfactorily. It can be 
used to initiatc maintenance procsclurcs so that the problem can bc corrcctcd 
before any degradation jn system pcrlormance can be detected. 

Each node can have transmission delay information available for every connected 
link and the status of buffer contents can also be available for thc same links. 
Any incompatibility among them can indicate a potential problcm and permit 
corrective action to begin early. Any sudden change in (1) thc time reference 
information received ovcr any link, (2) measured transmjssion delay of any 
link, o r  (3) the status of buffcr contents c:tn indicate a potential problem. 

4. 12edundant timing information can serve as a powcrful trouble-shooting 
tool* 

5. Since the effect of transmission tielay on timing is rnostly cancelled on 
every transmission link and everything i s  retjmed at  every transmission nodc, 
a high degrec of nodal environ~nental isolation is providetl; i. e. ,  the environ- 
mental cffects upon the time delay of any transmission link a r e  removcd and not 
permitted to propogatc from nodc to node. 

6. A fixed, accurate, time relercncc is a fan~i la r  concept easily grasped 
by opcrating and maintenance personnel. 

7. Thc technique places limits on the size of "clastictt storage buffers which 
a r e  required at  cach nodc to absorb variations in transmission path delays and/ 
or nodal timing errors.  

8. It requires no resetting oS buffers such as  that required to compensate 
for time differences between indcpcndent cloclrs. 

9. The availability of morc accurate tinlc will encourage innovation of 
Suture applications which will be of benefit to Lht. ovcrall cffcctivcncss of the 
communications system and its uscrs. Tllcrc will be :I growing need f ~ r  ac- 
curate time among several government agencies8. Availability always stimu- 
lates nccd which in turn will generltle new cttpabiljties and operational improve- 
ments which were initially unplanned. 



10. Some major navigation systems a r e  already being coordinated in ac- 
curate timc. Overall system coordination among all of thcsc systems and a 
communications network should be syncrgistic, providing each with benefits 
beyond its individual contribution. 

11. A by-product of the Time Reference Distribution tcchniquc is that ac- 
curate time a t  each nodc of the nctwork can easily bc madc available to external 
USCFS. 

12. All normal decision processes and time corrections can bc made auto- 
matic and do not requirc human intervcntion. 

13. System operation is not dependent upon the continued opcration of any 
nodc. Timc rcfercncc is always nvailablc to all surviving nodcs that could make 
use of it. 

14. The system is compatible with all external references which a r e  ac- 
curatcly rclatcd to universal timc. Any of thcsc cxtcrnal timc refcrcnces can 
be utilized and blended into the system by applying the same rules that a r e  ap- 
plied to the nodes of the network. Each external time reference can be ns- 
signed n r:tnk and a transmission path merit. However, the method of correct- 
ing for transmission path dclay would normally be different because the duplex 
communications path would not be available with most of thesc external time 
references. External relercnces such a s  Loran-C could be uscd on an intcrirn 
basis during development of the complete Time Reference Distribution system 
and could phase into participation with the Time Reference Distribution system 
as the complete system becomes operational. 

15. Time Reference Distribution permits thc convcnicnt collcction of much 
valuablc cnginccring information, including statistical inform:ition about trans- 
mission timc dclay of thc individual links and zlny variatjon in time reference 
a s  rcccivcd ovcr differcnt paths. This information could be very valuable in the 
devclopmcnt of futurc systems of many different types. 

16. Thc Timc Reference Distribution technique is capable of effectively 
utilizing luture technological improvcmcnts to provide greater precision without 
the major system redesign that other timing methods might ncccssitatc. It also 
has the capability of making use of the greater  precision thus providcd. 

17. The Time Reference Distribution technique provides accuratc timc 
rcfcrence information at  the nodes. This information can bc uscd to evaluate 
thc pcrformance of nodal clock oscillators. All information to predict future 
drift rates :md their rate o l  changc can bc made availal>le. This information 
can be used to compensate for the predicted drift 01 the oscillators and provde 



a resulting clock ol  much higher accuracy than could otherwise be obtaincrl jn a 
sjrnilar pricc range. This ability to greatly enhance thc cffcctiveness of lower 
cost oscillators could be significant ndvnnt:tge. 

18. If the liming for all link receivcrs at  a node is derived by phase shifting 
a, signit1 from the very slablc rcfcrence of :In accurate nodal clock, the lime lo 
reacquire synchronization after :t deep facic can be minimized. Thc tccl.lnicyue 
integrates naturally with the Time Rcfcrcnce Distribution tccllrlique :~nd, if de- 
sired, can be incorporated into the timc difference me;isurcrncnt (first of  the 
four pieccs of information exchanged between nodes), 

19. Time Rcfcrcncc Distribution appears to have :i supcrior f1exil)ility lor 
handljng unforeseen rcquircments as  they arisc. 

20. Fall back mocles of operation a r c  providccl and coultl be extended. 
Whcncvcr the incoming link that is being used lor  a nodc's time reference lails, 
the node selects thc ncxt best link :IS its tinlc rcfcrence. This process can con- 
tinue until all incoming ljnks have failed ancl tllcrc is no longer nccd for n time 
rcfcrcncc. The same procedure providcs for failures of othcr nodes since they 
a r e  equivalent to link failurcs as  f a r  :IS incorning s i ~ n a l s  a r e  concernetl. A~SUIYIC 
that some 1:tilure of the timing systr:m shoul(1 occur. indcpclndent of the tlnta trans- 
mission system so lh:tt the clata transmission systcrn would continue to function 
but lacked time reference inl'ormation. 'rhc affected noclc coulri fall bnclr tu an 
indepenclcnt clock mode of operation (requiring pcriorlic o r  autt)mntic resetting 
of ljulfcrs at thc otlicr cncl of each link). 

DIF FklRKNCE IN TRANSMISSION TIME 1)F:IAYS IN OI'POSITE DIRECrl?IONS 

In thc Time Ke l e r enc~  Ilistribution systcin presentecl here, timing information 
js p:tssed in both tlirections ovcr cvcry trnnsinission l i r k  'I'his lnforrrlation is 
usecl to permit the time proviclctl by the two cloclrs a t  the ends of thc tr:tnsmis- 
sion link to be directly compared by cancelling tlie time rlelays of the t rnns~nis-  
sion lr'nlr. The cancellation of prop:~g:tlion clvlays depcrlds on the assumption 
that lhc transmission delay is  thc snme in both clirections ovcr thc link. A 
ques lion naturally ar ises  as  to whcther this is :i gootl :~ssui~lption-particularly 
about over-the-horizon tropospheric scatter transxllission that clepencls on bend- 
ing and scattcring of tllc clcctroirlagnetic w:ives. The rnultip;xtll character of 
troposcattcr transmission causes subsl:tntial lrcqucncy sclcctivc fadjng and 
intorsymbol interferenct. on cligitnl links. Thcsc characteristics :ippe:lr to 
malrc it sorncwhat qucstjonable :IS n time rel'ercnce clistribution medium. Well 
known nonreciprocal delays it1 TTF ionospheric propagation a r e  nttr,ibutecl the 
wave ptissing through an ionizcci mcdjum jn t he  presence of the earth's rnagnctic 
field. Many researchers :igrce that thcrc is  no comparable mech:inism lor 



troposphcric transmission whercby the propagation dclays in opposite directions 
over the samc path at  thc samc tirn c and frequency should not be the sarncg, lo* ll. 

No record of actual measurements of delays in both directions between the same 
pair of tcrrninals at the same time for tropospheric scatter havc been located. 
Because there is no known mechanism for making the tropospheric medium non- 
reciprocal, any differences in transmission delays that might occur in the two 
directions would be attributable either to the terminal equipment o r  to different 
paths being used in the two directions. The diffcrcnce in paths could be attri- 
buted to different antenna positions o r  to the use of different frequencies. In 
either case, the difference in propagatjon delay times between two independent 
paths jn opposite djrcctions should be thc samc a s  thc diffcrcncc between two 
independent paths in thc samc direction. Mcasuremcnts havc been made of the 
difference in time delay between two indepcndent tropospheric paths 168 miles 
long at  900 MHZ'~ .  Thc standard deviation of the relative delay was found to bc 
22 nanoseconds. Phasc data obscrved over a 230 krn path13 indicated that random 
variations of a 900 MIlz signal over several minutes rarely exceed about 10 
radians. This corresponds to about 5 nanoseconds at  the 900 MHz frequency. 
The 6 nanosecond observations of12 a r e  bascd on phase fluctuations of a 
single ca r r i e r  frequency, while the 22 nanosecond deviation frorn12 is  based 
on correlation mcasurcments on simultaneously transmitted, pscudo-random- 
modulated PSK signals. The 22 nanosecond standard deviation seems to be thc 
prefereable reference point, since it was measured more nearly in the form of 
the desired application. Note from equation (1) that thc c r ro r  in time measure- 
ment is only half a s  great a s  the difference in transmission times in the two 
directions. 

(1)  
(repeated for 
convenience) 

The random fluctuation of the differential time delay betwccn two independent 
paths may be expected to contain frequency components of many cycles pe r  
minute. By averaging the measurements over several minutcs thc resulting 
average measurement should have a standard deviation which is only a small 
fraction of thc 22 nanoseconds measured in thc cxperiment. The interval be- 
tween clock corrections for thc Time Reference Distribution system may be 
quite long because stable clocks a r e  used. Therefore, the time measurements 
may be averaged over long periods, making i t  possible to almost complctcly re -  
move the effects of fluctuations in the propagation medium from thc timc ref- 
erence measurement. The most significant e r ro r s  could be associated with 
equipment rather than the propagation medium. The stability of timc delays in 
the equipment should be given consideration and tolcrance in time delays among 
units of thc same type should be minimizetl. 



A CONSERVATIVE PRELIMINARY ESTIMATE OF ACCURACY 

As previously mentioned, a troposhcric transmission link js probably one of thc 
more difficult types of transmission link for  time transfcr because of its multi- 
path characteristics. If we usc thc 22 nanosecond standard deviation mentioned 
previously as a starting point we may reach some rough estimatcs of the accuracy 
that might be obtained from a Time Reference Distribution systcm. 

Since the delay difference may be expected to contain some higher frequency 
components, averaging over several minutes should provide a rnuch lower stand- 
ard deviation than 22 nanoseconds. The timing c r ro r  due to diffcrcnccs in 
transmission dclays in the two dircctions is only half thc difference in transmis- 
sion delays. Assuming that there is  no measurement averaging, the standard 
deviation of the tirnjng e r ro r  is 11 nanoseconds. It should be better than this i n  
practice where averaging would be used Allowing +4 standard deviations for  thc 
tolerance rangc makes the potential accuracy ,t44 nanoscconds. Allowing an 
additional 5150; nanoseconds (much more than that allowed for the particularly 
severe tropospheric scattcr medium) for e r ro r  contributions of the equipment 
employed gives a total time reference transfer tolerancc of 1200  nanoscconds 
for a tropospheric scattcr linlr. If the tirnc transfer e r ro r s  of all links a r e  
random and independent of all othcr links, the tolerance for z t  tandcm connection 
should bc the square root of the sum of the squares of the tolerances of the in- 
dividual links. In a highly connected network, the largest number of tandem tirnc 
transfers required should be a small percentage of the total number of nodes in 
the network. Assuming that the number of tandcm time reference transfers does 
not cxcced 100 anti all tolerances in the path a r e  the same, the overall tolerance 
for the tandem path will be -J100 = 1 0  times the tolerance for any individual ljnk. 
If all links have a 200 nanosecond tolerance, then the time at any node in the net- 
work will be within 2 microseconds of thc time at any other node. 

T h i s  should be a conservative estimatc. It is quite unlikely that any nctwork 
woulri be 100 percent tropospheric scattcr links, and line of sight microwave 
links a r c  much better for time transfer. (Only 18 percent is tro oscattcr in the 
DCS in Europe while over 63 percent is line-of-sight ~nicrowave'~. ) Even for 
tropo links the propagation time variation ol' thc transmission medium would be 
largely eliminated by avcraging over n significant period of time. The t 156 
nanoseconds allowed for e r ro r  contributions of the equipment on cach link is very 
large for  broadband microwave equipment. Two-microsecond accuracy between 
any two nodes of the network should be n desirable goal that is both readily 
achievable and useful. 



CONCLUSIONS 

The Time Rcfcrence Uistribution system will not only satisfy thc timing require-  
ments  of a digital t ime division communications systcm, but will provide a la rge  
number of additional advantages. 

Thc  viewpoint should not be  too narrow when considering the mer j t s  of a timing 
tcchniquc for  a digital t ime division communications system. In addition to 
kccping the bits in the proper  sequence, monitoring and testing thc system should 
bc given carcful consideration. Other u ses  fo r  timing within thc systcm should 
bc  considered along with timing relationships external to thc network. Under this 
type of evaluation, T ime  Reference Distribution should rank very high. A la rge  
communications nctwork that distributes accurate  t ime for its own u s c  should be  
a natural vehicle for coordinating the many other  u s e r s  01 accurate  time. 
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TIME RKE'ERENCK DIS?'KI13Url'ION FOR A 
TIME DIVISION COMMUNICATION NLTWORT< 

-- - .. --. 

-- - 

1. EXACT TIME AT EACH NODE. (unre:~l is l ic)  
FIXED DELAYS I3ETWKEN NOL)b:S. (unrcnlistic) -- -- . - . 

2. EXACT TIME AT' EACII NODE. (unreal is t ic)  
TOIIERANCES ON VAlIIAULE: UELRYS l3J;:TWKEN NODES. 

3. TOLERANCES ON TIME AT EACH NOL)E. 
'YOLKRANCES ON DELAYS BETWEEN NOUES. 

4. TOLERANCES ON k'KEC2UENCY AT EACII N0I )K.  
TOLERANCES ON LIELAYS BETWEEN NODES. 

5. 'l'IMIi OR FREQUENCY NOT DIRECTLY CONrI'OLLICL). 
T O L E M N C F S  ON TIME DIFFEKENCES BETWEEN CONNECTED 
NODES. 

-- - - -. 



- -  - -- -- . 

TOLER.ANCE CONSIDEBATIONS 

1. EXACT TIME AT EACII NODE. (unrcalistic) 
FIXED DELAYS BETWEEN NODES. (unrealistic) 

I 2. EXACT TIME AT EACII NODE. (unrealistic)--] 
I TOLERANCES ON VARIABLE DELAYS BETWEEN NODES. I 

3. TOLERANCES ON TIME AT EACH NODE. 
TOLERANCES ON DELAYS BETWEEN NODES. 

4. TOLERANCES ON FREQUENCY AT EACII NODE. 
TOLERANCES ON LIELAYS BETWEEN NODES. 

5. TIME OR FREQUENCY NOT DIRECTLY CONTROLLED. 
TOLERANCES ON TIME DIFFERENCES BETWEEN CONNECTED 
NODES. 

-. - 

TOLERANCE CONSIDERATIONS 

1. EXACT TIME AT EACH NODE. (unrcalistic) 
FIXED DELAYS BETWEEN NODES. (unrealistic) 

2. EXACT TIME AT EACH NODE. (unrealistic) 
TOLEJUNCES ON VARIABLE DEIAYS BETWEEN NODES. 

TOLERANCES ON DELAYS BETWEEN NODES. -- 1 
4. TOLERANCES ON FREQUENCY AT EACII NODE. 

TOLEKANCES ON DELAYS BETWEEN NODES. 

5. TIME OR FREQUENCY NOT DIRECTLY CONTROLLED. 
TOLERANCES ON TIME DIFFERENCES BETWEEN CONNECTED 
NODES. 



A v a i  1 a b l e  Canaci t y  , 
Increases As B i t s  Are Removed, 
Decreases As B i t s  Are  Added, 

First  B i t  I n  I s  
P,vai 1 a b l e  First  

OUT 

FIFO BUFFER ANALOGY 

TOLERANCE CONSIDERATIONS 

1. EXACT TIME AT HACII NODE. (unreal is t ic)  
FIXED DELAYS BETWEEK NODES. (unrcnlist ic)  

2. EXACT TIME A T  EACH NODE. (unreal is t ic)  
TOLERANCES ON VARIhBLE DELAYS BETWEEN NOIIES. 

3. TOLERANCES ON TIME AT EACH NODE. 
TOLERANCES ON nELAYS BETWEEN NODES. 

L T O L E M N C R S  ON DELAYS BErliWEEN NODES. 
- . --- .. - i 
5. TIME OR FREQUENCY NOT LIIRECTLY CONTROLLED. 

TOLERANCES ON TIME DIFFERENCES T3ETWEEN CONNECTED 

-- - NODES. 
.. . " .- 



TOLERANCE CONSIDERATIONS 1 
1. EXACT TIME AT EACH NODE. (unrealistic) 

FIXED DEIAYS BETWEEN NODES. (unrealistic) 

2. EXACT TIME AT EACH NODE. (unrealistic) 
TOLERANCES ON VARIABLE T)KLhYS BETWEEN NODES. 

3. TOLERANCES ON TIME AT KACH NODE. 
TOLERANCES ON DELAYS BETWEEN N0I)E:S. 

4. TOLERANCES ON FREQUENCY AT EACH NODE. 
TOLERANCES ON DELAYS HETWEEN NODES. 

/ 1 5. TIME OR FREQUENCY NOT DIRECTLY CONTROLLED. 

I I TOLERANCES ON TIME DIFFERENCES BETWEEN CONNECTED I I 
I L., -L. NODES. I I 

I TIME REFERENCE 1)ISTKIUUTION I 
.-* . 

ALL NODES HAVE ONE OR MORE CLOCIcS I. 1. EACH COMMUNICATION PATH IS A TIME REFERENCE PATH I 
a ALL CLOCKS HAVE R 4 N K  ORDER 

FOUR TYPES O F  DATA ARE 'I'RANSFEKRED OVEK. EVEHY LINK 

(1) TIME DIFFERENCE BETWEEN REMOTE CLOCK AND 
LOCAL CLOCK AS OBSEKVEI) AT LOCAL C1,OCK 

(2) RANK O F  MASTER TIME REFERENCE USE11 FOR 
LOCAL CLOCK 

(3) MERIT O F  TRANSMISSION l'ATH FROM MASTER 
REFERENCE 

(4) TIIE RANK O F  TIIE LOCAL CLOCK. 



Kule 2; 

Ru le  3: 

- - 

-. - .- -- - - -- 

SELECTION IIUT,ES 

- - - 

'I'IME REFERENCE L)ISTRIBUTION 

A L L  NODES HAVE ONE OR MORE CLOClCS 

+ EACH COMMUNICATION 1'Al'H IS A TIME KEE'ERENCE PATH 

A L L  CLOCKS HAVE RANK ORDER 

a 'I'IMING INCLUDETI IN FRAME SYNC OK SUI'ERIMPOSED ON IIA1'A 

- - 

FOUR TYPES O F  DATA ARE 'I'RANSFERRED OVER EVERY LINK 

(1) TIME DIFFERENCE HETWEEN REMOTE CLOCli ANT) 
LOCAL CLOCK AS OESERVEU A.1. LOCAT, CIAOCK 

(2) RANI< O F  MASTER TIME REE'EKENCR IJSEn FOII 
1,OCAL CLOCK 

(3) MERIT O F  TRANSMISSION PATII FROM MASrSER 

1 
ItEF b:RE:NC E 

(4) T l I E  RANK OF THE LOCAL CLOCK. 
- - 

-- - - - - 
SELECT REFERENCE SOUKCE: FROM HIGIIEST RANKING 
CLOCK 

IF MORE: THAN ONE PATII F l W M  SAMk: HIGHEST 
RANKING CLOCK, SETJECT REk'ERENCE FROM IIIGIIEST 
MERIT PATH 

IF MORE TIIAN ONE PATH O F  THE SAME IIIGIIEST 
MERIT RATING, SI;:I,I;:CT ONE FROM HIGHEST RANKING 
DlHECTLY CONNECTED NODE. 

- . - - 



TIME REFERENCE DISTRIBUTION AS A MEANS O F  NETWORK 

SYNCHRONIZATION HAS MANY ADVANTAGES RELATED TO 

IIAVING ACCURATE TIME AT EACH NODE AND TIIE METHOD 

O F  PROVIDING IT. 

TIMING COMPARISON BETWEEN NODES 

T A  = TIME O F  CLOCK AT NODE A 

T R  = TIME OF CIDCK AT NODE B 

L)A13 = TRANSMISSION DELAY FROM NODE A TO NODE: l3 

DAB = TRANSMISSION DELAY FROM NODE B T O  NODE A 

TIME 1:IFFEKE:NCE MEASURED AT NODE A 
I<A = T A  - (TB - 1 1 ~ ~ )  

TIME DIFFERENCE MEASURED AT NODE I3 

= TI< - (TA - n~13)  

TIME DIFFERENCE BETWEEN CLOCKS 

0) D13~ - D ~ 1 3  
T H  - y'*= 

2 

K g - K A  CL Vcry Small 

TRANSMISSION DELAY 

(2) DAB + D 1 3 ~  = KA + K~ 



- . - .. . . 

CONSERVATIVE PRELLPvllNARY ESTIMATE OF ACCURACY 

22ns = STANDARD DEVIATION OF TRANSMISSION 
BETWEEN TWO INDEPENDENT lG8 MILE 
TROPO LINKS 

l l n s  = STANDART3 T)E:VLA'l'ION OF  RESULTING 'YIMING 
TIMING ERROR IF NOT REDUCISI) BY 
AVEFLAGING 

4x1111s = 44ns = ALLOWED TOLERANCE &'OR 
PROl'AGATION 

15611s = VERY LAX TOLERANCE FOR EQUIl'MENT 

44ns+156ns = 200ns - TOLERANCE PER LINK 

ZOOnsX 6 0 3  2000ns == 2ps = TOLEICANCE FOR 100 
TANL)E:M TIME 
TRANSF I3 1-3 

- . -- I 



QUESTI(.)N AND ANSWER PERIOD 

We have five minutes, time for two questions. 

I have one question about the propagation time delays. 

Do you have any data about pattern dependent jitter cable systcms? Because that 
i s  onc problem which bothcrs the civilian comnlunications when one works quite 
often over coaxial callle with, say, about a hundred pulse regenerative repeaters. 
There i s  not much data available, actually, about long term spectral density on 
the pattern dependent jitter.. 

Do you have any da t :~  o r  do you have  the s:trnc problem that there i s  not much 
data avaj lab1 c ? 

DR. STOVEII: 

1 don't have the data, but I know that it i s  very bad, so I would jump to thc con- 
clusion Initially thnt one of thc o t l~c r  p:~ths, through a satelljte, will be better. 
Therefore it will be chosen a s  the rcfcrcnce, and the need fo r  using the cable 
can bc avoided in most cases. 

DR. KARrI'ASCHOFE': 

Well, thank you very much, but you see,  in the civilian systems we will use 
cable, and we will go Digital, too, in the next 20 years. So, this problem rc- 
mains. It needs to he investigated. 

I think it must not n~ces sa r i l y  be traumatic, but it is worse than microwave line 
of sight. 

DK. STOVER: 

I agree with that. A s  far 21s thc Trans-Atlantic cable is concerned, again I corne 
hack to my statement about this being synergistic with a l l  these other systems. 
Jf you a r c  talking about, say, 'I'mns-Atlantic, fo r  exarnplc, and we a r e  going to 
use Universal Time, you h:ive alrcady a rcfcrcncc in Europe that is  much better 
than you could get across that cable. 



So, there is a gootl reference thcre,  and if you tjc it into the n~tworl ;  sornchow, 
:~g:tin you :llways use you-r- best  reference b:tcl; to the Nnvnl C)bser'vatory o r  
wh:ltcvcr we use  ns our  link wit11 Universal Time. 

DR. C(->SrI'AIN: 

I underst:tnd in some 01 thp net\voi-lis they go v ia  satellitcl onc: way nnrl 1:inrl line 
or rnicrnw:ivc the other.  You would llnvc to h a v ~  a tlljrrl of :I second i l i sc r i~nin :~-  
tion, T think, jn the t i m ~  differences for  the two p:iths. 

DR. STOVER: 

Well, I :In1 assunzing th;~t  we wil l  11:1ve :I c l up l~s  linli f o r  :\I1 1inl;s. You artx 1-iglit, 

M R .  LIF,BEIlMAN: 

You tallied st?-ictly allout t ime division multiplex. LVoul(1n1t synchronous systems 
f i t  into this hy regencrntic~n'? 

'rhcre :ire large nurnhcrs o f  s y s t ~ m s  th:tt will be c.ornpatibl~ with this. All I ;tm 
suggesting is t11:lt a l l  of the nodes in  the netcvorli have accurate tirne, and how 
we get it t h c r ~  is-I suggested onc inslancc there xi-e other possibilities, of 
course,  hut I have tried to point out that using t l ~ l s  systcm h:3s some of i ts  nd- 
vantages, just lrsom this t~chnjr lue of gctting i t  thrrbr ,  a s  me11 3s  advzntnges o l  
hnving it there .  Most other systerrls unrler ronsidcrntinn woulcln't even 11:ivc i t  
there.  

So, my f i r s t  advocate is to h:lvc i t  thrrbr ,  ancl lny secnnil nrlvoc:~tr is to provide 
a system similar* to this fi11- grtting it Ihcrc. 

MR. LIEBk~TtMAN: 

O n e  las t  question. 

What is the cornp;~r:tf,ivc cost of thts vprsus soine of the olhcrb sys t rms  you tn1kc.d 
ahout ? 

DR. STOVER: 

I belicvc th:lt the cost of all  the systems is somcwhcrbr in thc s:Inle bnllp:~rl;, 
1)ccausc most  of the erluiplncrlt ~.ccluircti to establish the synchronization i s  r5c- 
cjuired for  any type of digital nctwowbk. CT'e always hhnve to locl; onto t h ~  f r s m e  



sync, and once you have got that, you have most of what we need, and a s  f a r  as 
the accuracy of the clock, a s  I pointed out, the information we have permi ts  u s  
to use a lower precision clock, and operate on jt wjth the information wc have 
av:~il:tble to get u higher precision than we otherwise would. 

So, 1 believe for  the same  accuracy i t  would cost l e s s  than some o l  thr  other 
approaches. But among- all thc iipproaches, J don't think thc cos t  i s  a significant 
factor.  

DR. WINKLER: 

My comment is not related to your paper,  but to Dr .  Kartaschoff's question. 

A t  the Obscrv:~tory, f o r  purely internal reasons,  we have made some tes t s  using 
RG58 cable,  coaxial cable. The cffccts which we found of course  are  in agree- 
ment with your commrnts ,  they a r c  vcry b:td. F o r  n 10,000 foot loop abovc 
ground we found a diurnal change of about 10 to 20 nanoseconds, t imc delay. 

Now, that is average, using a relatively long timc constttnt jn the o rde r  of 1 scc- 
ond. 'I'hc diurnal,  of course,  is completely thermal.  

We used these data only to a s su re  ourselves that the clock t ime scale  which utjl- 
izcs  underground cabling ( less  than 700') in bctwcen the clock v:~ults i s  not limited 
by these delays variations,  

But subsecluent to that, I happen to have come into possession of some comrner- 
cia1 l i teraturc on low temperature sensitive cables. It appears  that thcrc a r e  
some dielectric cables available which minimize thcsc variations, 1 don't rernem- 
her where 1 have the information, but you may contact me  on that. 

Thank you very much, Dr. Winkler. 

The cable,  that is one problem. I thinlz that the worst problems in digital com- 
munications over  a long cable line a r e  the repeaters .  The repea ters  which at 
every end regenerate the pulse, and send i t  out again in a nice form lo lhe next 
repeaters  and so  on. F o r  these repeaters ,  thejr average phase of thc transition 
i s  dependent on the pulse pattern, that i s  on the content of the information which 
goes through the link and of course t h i s  is u s e r  dependent, 

So, you can have any form of pattcrn, and thcrc can be vcry large excursjons jn 
thc instant of t ime with which the information a r r ives  a t  the end. 



'The gcneral suggestion we have now in o u r  discussions internnl in ou r  telecom- 
munications system is that we shoulcl t ry  to absorb thesc clelay variations by 
buffer memories ,  and use good oscillators fo r  keeping the long t e rm average 
ra te  constant. 

DR. STOVER: 

I agrec  that you want to absorb the variations with buffers. A s  f a r  as the use of 
cables,  again, T state, that in most ca ses ,  any o f  your major  nodes will have 
other  links corn i~~f i  in hesjdcs cable ljnlis, anti tllcy would be given n prior i ty ,  
and 1 a m  not suggesting that n7c use this distribution trchniquc down to every 
TRX and everything. 

I a m  suggesting that a l l  local groups would he slovcd to the thing. Only the ones 
that would have a nun~lner of Ijnks coming' in from widely separated geographjciil 
locatjons would need to have the time reference distribution. 

A11 the ones that co~rilnunicate prjrntirily with one point would be slaved to that 
point. 

MR. EASTON: 

Thank you very much, Dr .  Stover, for. the fino paper. 




