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THE GENERATION O F  AN ACCURATE AND UNIFORM TIME SCALE 
WITH CALIBRATIONS AND PREDICTION* 

Kazuyuki Yoshimura? 

Atomic Frequency and T ime  Standards Section 
National Bureau of Standards 

Boulder,  Colorado 80302 USA 

Abst rac t  

We expres s  a predicted t i m e  interval  (or  f requency)  of a 
single clock a s  a weighted s u m  of frequency data obtained by 
cal ibrat ions against  a p r i m a r y  s tandard,  and der ive  a m a t r i x  
equation for  the optimum weighting coefficients (called the 
optimum f i l te r  response  function) involving the Allan var iances .  
Two approaches a r e  used.  One of the approaches tu rns  out to  
be a generalization of Ba rnes '  approach descr ibed  in  h is  1966 
IEEE paper .  

We solve the m a t r i x  equation to  get the opt imum f i l t e r  
response  functions for  white noise f requency modulation (FM) ,  
f l icker  noise FM and l inear  combinations of them.  Other  
important  t i m e  d ispers ive  mechan i sms  ex is t  in  prac t ice  but 
a r e  not considered he re .  We obtain the resu l t  that  the mean  
square  t i m e  prediction e r r o r  would i n c r e a s e  a s  e lapsed t ime  
t 2 for  the c a s e  without in te rmedia te  cal ibrat ions.  

We obtain the resu l t  that  with a sma l l  number of good 
clocks one can construct  a t ime  sca l e  whose accu racy  is 
l imited by the accuracy  of a p r i m a r y  s tandard.  We show that ,  
over  a long t ime range,  l inear  prediction algori thms based on 
frequency cal ibrat ions with a p r i m a r y  s tandard  give a t i m e  
sca le  of much be t te r  accuracy  and stabil i ty than when in t e r -  
mit tent  cal ibrat ions a r e  not used, and that  (at l ea s t  for  
s ta t is t ical ly  identical  c locks) ,  no advantage i s  gained by using 
the t ime sca le  i tself  a s  a "p r imary  s tandard"  for  in te rmedia te  
cal ibrat ions.  

Key Words: Accurate  and uniform t i m e  sca le ;  Allan var iance;  
Dispersion of t ime  sca le ;  Ensemble t ime  ( e r r o r ) ;  
Predict ion interval ;  P r i m a r y  s tandard and clocks.  

*Contribution of the National Bureau of Standards,  not subject t o  copyright. 
Guest Worker f r o m  the Radio Resea rch  Labora tor ies ,  Tokyo, Japan. 
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1. INTRODUCTION 

An atomic t ime scale  can provide one of the best  t ime scales  in 

t e r m s  of uniformity, accuracy,  reliability, and reasonable access i -  

bility [ 11. In the a r e a s  of accuracy  and uniformity, it has  a c lear  

advantage over as t ronomical  t ime sca les .  

actually real ized with atomic frequency s tandards and appropriate  

counters ;  such devices exhibit undesirable phenomena such a s  frequency 

o r  t ime jumps,  aging, and fa i lures ,  a s  well a s  the signals being con- 

taminated by random noises.  All of those phenomena introduce very  

important problems in the generation of an atomic t ime scale .  

noises ,  however, which contaminate the signals f r o m  the atomic clocks- - 

commonly white noise frequency modulation (FM) and fl icker noise FM 

in c e s i u m  c locks - -a re  included in the process  of generating a t ime  

sca le  and resu l t  in t ime dispers ion such a s  random walk and fl icker walk. 

So these random noise p rocesses  can be said to  contribute basically to 

the t ime scale  e r r o r ,  and a r e  the only processes  t rea ted  in this paper .  

An atomic t ime scale  can be 

Random 

In o r d e r  to obtain a much bet ter  t ime scale  than that generated by 

a single clock, a group of clocks i s  commonly used. The re  a r e  various 

algori thms used, such a s  a weighted sum over clocks o r  the acceptance 

o r  rejection of clocks,  to get a s  good a t ime scale  a s  possible f r o m  the 

group of clocks.  These  algori thms involve assumptions about the 

behavior of each clock. In pract ice ,  laborator ies  adopt their  own 

algori thms to generate local t ime sca les  and compare  these  t ime sca les  

with each other [ 2 ] - [ 5 ] .  It i s  common, however,  for laborator ies  to 

t r y  to obtain a m o r e  uni form t ime scale instead of a m o r e  accura te  and 

uniform t ime sca le ,  basically by taking a weighted sum (usually 0 o r  1 

weights [ 61)  over s eve ra l  clocks without using a p r i m a r y  standard.  

This  can resu l t  in a significant drift  away f r o m  the defined atomic f r e -  

quency and an accumulating t ime e r r o r  relative to an ideal t ime scale  [7] .  



In a recent  paper [3 ] ,  Mungall compares  and d iscusses  

differences between t ime  sca les  which do o r  do not use  a p r i m a r y  

s tandard,  and points out the problems in the l a t t e r  t ime scale .  It was 

a l so  suggested in a recent  conference [ 5 ]  that  a study be conducted on 

how to  have concurrently both an accura te  and uniform IAT scale  (the 

International Atomic T ime  scale) .  In o r d e r  to  accomplish th i s ,  a 

p r i m a r y  standard mus t  be tightly re la ted to the generation of the t i m e  

sca le ,  namely it m u s t  be used to cal ibrate  periodically secondary 

s tandards (or  c locks)  of lower accuracy.  

usually n e c e s s a r y  because the p r i m a r y  s tandard can  be operated only 

for  brief periods and because  frequent re-evaluations of i t s  accu racy  

a r e  necessary .  

Per iodic  cal ibrat ion is  

In this  paper ,  we predict  the t ime change for  each clock between 

cal ibrat ion intervals  by f i l ter ing cal ibrated frequency data and der ive a 

m a t r i x  equation for  the optimum fi l ter  response functions which make  

the mean square predicted t ime e r r o r  a minimum.  

resu l t s  to  the generation of a time sca le  from seve ra l  clocks.  

that we can predict  the c o r r e c t  t ime with quite a sma l l  e r r o r  using a 

sma l l  number of clocks (even one) ,  and thus generate  a t ime scale  whose 

accu racy  i s  l imited by the accu racy  of the p r i m a r y  s tandard-- the best  

case .  

We apply these  

W e  find 

The dispers ion of the t ime scale  thus calculated i s  in a s ta t is t ical  

sense  essent ia l ly  proportional to the square root of the elapsed t ime,  

while the t ime scale  without intermediate  cal ibrat ions may  d i spe r se  pro-  

portionally to  the elapsed t ime for  the f l icker  noise FM c a s e  which is 

usually the dominant noise p rocess  a f te r  some  t ime (more  than 10 days,  

for  example) has  elapsed. 

which m a y  use a la rge  number of clocks,  m a y  be bet ter  i n  uniformity 

than the fo rmer ;  but in a very  long range,  the f o r m e r  m a y  become bet ter  

and bet ter  in accuracy  and uniformity. 

So in a short  t ime range, the la t te r  t ime  sca le ,  

2 



An approach in which the t ime  of a secondary standard i s  predicted 

with a p r i m a r y  s tandard was presented  in Barnes '  1966 IEEE paper [ 8 ] .  

One of two approaches descr ibed in this paper is a generalization of 

Barnes '  approach to  include any number of calibrations a t  a r b i t r a r y  

positions. 

We a l so  d iscuss  the application of the l inear  prediction method to  

the case  without a p r i m a r y  standard,  trying to obtain bet ter  uniformity 

in a t ime sca le  than that due to accuracy  of the p r i m a r y  standard f o r  

both short  and long t ime range (where accu racy  he re  i s  used for only the 

random uncorrelated contributions of the p r i m a r y  s tandard) ,  and show 

that (at l eas t  for  statist ically identical  c locks) ,  no advantage i s  gained 

by using the t ime scale  i tself  a s  a "p r imary  standard" for intermediate 

calibrations . 

3 



2. ALGORITHMS TO OBTAIN THE OPTIMUM FILTER 
RESPONSE FUNCTIONS 

Figure  l (a)  shows a n  idea l  c a s e  in which the time of a clock is  

moving away in  a l i nea r  manner  f r o m  the horizontal  l ine--an ideal o r  

defined t ime scale.  If th i s  slope is  determined,  the whole movement of 

the clock times can  be perfectly predicted,  so we can  construct  an ideal  

t ime  scale  using th i s  clock by subtracting a l i nea r  term f r o m  its t ime.  

But signals f r o m  actual clocks a r e  contaminated by noise-  -commonly 

by white noise FM ( spec t r a l  density of frequency fluctuation S (f)  oc f ) 

o r  fl icker noise FM (S ( f )  cc f ) o r  both ( r e f e r r e d  to  symbolically as 

f and f - l  FM noise) .  

movement of the clock t ime,  thus leaving some e r r o r  of prediction as 

shown in  figure l (b ) .  

possible,  one may- construct  a t ime  sca l e  c lose  to  an idea l  t ime  sca le .  

By taking a weighted sum of prediction e r r o r s  fo r  a group of clocks,  we 

may obtain a sma l l e r  e r r o r  in  the t ime  sca l e  a s  shown with the dotted 

curve  in figure l ( c ) .  

e r r o r ,  o r  (for simplicity) the ensemble t ime.  The ensemble time thus 

calculated can be used a s  a t ime  re ference  (taking the place of an  ideal  

t ime  sca l e )  with respec t  to  which the time of any clock can be d e t e r -  

mined. 

0 
Y - 1  

Y 
In th i s  c a s e  we cannot predict  perfectly the 0 

But by making the predicted e r r o r  as small a s  

We ca l l  th i s  weighted e r r o r  the ensemble time 

We will descr ibe  two approaches,  o r  two prediction methods,  

using frequency data f o r  a single clock obtained by calibrations against  

a perfect  p r imary  frequency standard.  Determinis t ic  frequency offset 

(or  t ime  d r i f t )  and frequency dr i f t ,  however,  a r e  not considered h e r e .  

Frequency o r  t ime jumps and any kinds of clock aging, which a r e  a l so  

important phenomena to  be considered f o r  the generation of a t ime  sca l e ,  

a r e  not dealt with e i ther .  

that  the noise p rocesses  a r e  stationary through all the calculations.  

mus t  determine how best  to  predict  the t ime  s lope o r  frequency. 

With no lo s s  of generali ty,  we will a s s u m e  

We 

4 



A. Approach using ca l ibra ted  frequency data which a re  located 

before  a prediction in te rva l  

The first approach a s s u m e s  the cal ibrat ion in te rva ls  precede  the 

prediction in te rva l  a s  shown in f igure 2. 

tion in te rva l  be T and the duration of the cal ibrat ion in te rva l  be hT. 

Here ,  hT and the R7 a r e  not necessa r i ly  integral  mult iples  of 7. 

Over a frequency cal ibrat ion with a p r i m a r y  s tandard,  the 

Let  the duration of the pred ic-  

th  average  fract ional  frequency offset on the R cal ibrat ion interval  due 

only to noise is  wri t ten as  

t 

t -hT 
R 

x(t ) - x( t  - hT) R R 

where  x is the clock t ime  r e f e r r e d  to an ideal  t ime  scale .  Let  u s  

define the predicted average  fract ional  frequency over  the prediction 

in te rva l  a s  a summation of eq ( I ) :  

A c = 

I R = R  

1 

R 
where  the a 

weight the var ious measu remen t s  made  in  t ime  on the single clock being 

considered.  In a ve ry  r ea l  s ense  the a define a response  function in 

the t ime  domain for  a prediction f i l t e r .  

a r e  weighting f ac to r s  for  7 
R R' That  i s ,  the  numbers  a 

R 

5 



We define the predicted t ime  & a t  the end of the prediction 
0 

0. 

Using ( 2 ) ,  0 = xo - xo. = x1 t T i o .  Then the e r r o r  is F 0 
interval  a s  2 
we can obtain then 

F = ' 7 ,  - (xo - x ) = - A x  
0 1 O Y 1  

( 3 )  

= x  - x  
0 1' 

where  A x  = x - x and A x  
Ryh R R t h  OY1 

The mean square prediction e r r o r  i s  writ ten a 8 ( 4 ) :  

t z U x ( ( k - h ) T ) ]  1 t - 1 xa, [ U  ( A T )  t U ( ( R t h - 1 ) T )  
X X 

h z l ,  

2 2 
0 0' 

where ( c  ) denotes the ensemble average of and k A ' -  R and 

u (k7) 5 2[R ( 0 )  - R ( k T ) ]  (see r e fe rence  [ 9 ] ) .  Rx(7) is the autocor-  X X X 

relation of t ime. 

Using the relation between the U-function and the Allan variance 

with ze ro  dead t ime [ 9 ]  , 

we can obtain 

6 



where  C(k) and Q ( A )  a r e  functions of the Allan var iances  given by 

1 2 + -(k- h)(k- h - 1) ((J (k - h, 7 ) )  
2 Y 

and (7 1 
1 2 2 

Y Y 
Q ( A )  = ? I - R ( a -  1 ) ( ~  ( R , T ) ) -  ( J ? t h - l ) ( R t h - 2 ) ( ~  ( A t h - l , T ) )  

Equation (6)  is the express ion  for  the mean square  of the 

predicted t i m e  e r r o r  in t e r m s  of the Allan var iances ,  frequency stability 

m e a s u r e s  in  the t i m e  domain. 

Ln o r d e r  t o  obtain the  minimum value of eq ( 6 ) ,  l e t  us consider  a 

function 

where is a Lagrange undetermined mult ipl ier .  Differentiating F with 

r e spec t  to a with R = a o r  A = A and canceling out A ,  we get a 

matrix equation for  determining the optimum f i l te r  response  functions; 
R P 1 

7 



R # R1 
P 

and 5 a!, = 1 where H E h ( h -  1) (0 2 (h, 7)). 
\r 

In eqs (6)  t o  (8) ,  h and the  R need not necessa r i ly  be in t ege r s  as 

we will s ee  l a t e r ;  the Allan var iances  in such a c a s e  may  be interpolated.  

The Allan var iances  for  the var ious noise  models  a r e  calculated and 

given in re ference  [ l o ] .  

F i r s t ,  consider  the white noise F M  c a s e  where the Allan var iance  

takes  a s imple f o r m  because  of its independence of k :  

2 2 
Y Y 

R 

where 0 (7) = (0 (2 ,  7 ) ) .  From the m a t r i x  equation, we get constant 

f ac to r s  for a l l  R,a = l / L ,  so the normalized mean squa re  e r r o r  will 

be : 

 aft 1 

h R  
1 - -  - t 1  

Lh  

-, 1 a s  L h > >  1 

-, 2 a s  = 1  

+- < < I  . Lh as  
1 

8 



Notice that the optimum a does not include the clock pa rame te r  a 
2 
Y 

(3 ( T ) ,  but only the p a r a m e t e r  L ,  the number of calibrations used for 

prediction. F o r  la rge  Lh, eq (9) approaches 1, the smallest  value. 

F o r  fl icker noise FM, the Allan var iance takes  a m o r e  

complicated fo rm,  but C(k)  or Q ( R )  can be writ ten in a product f o r m  of 

the Allan var iance and other pa rame te r s .  

so 

where  

c (1)  = 2 Rn 2 

c (k)  

q(R) 

2 1 2 1 2 
= -k h ( k )  + 2 (k + h) Rn(k + h) + 2 (k - h) Rn(k - h) 

= 2 { - A  Rn(R) - ( R + h  - 1) 
1 2 2 

Rn(R4-h - 1) 
2 2 

t ( a j - h )  d n ( R +  h) t ( a -  1) Rn(R- l ) ]  . 

The mean  square e r r o r  and the ma t r ix  equation will be given b y  

and 

9 



respectively.  

var iance,  so the a depend only on the calibration p a r a m e t e r s .  

Notice that the m a t r i x  equation does not contain the Allan 

0 l a  F o r  f t f -  FM noise ,  the Allan var iance is given by the sum of 

the Allan var iance  of each p r o c e s s ,  assuming the p r o c e s s e s  a r e  

independent; 

2 2 2 
Y Y 

(0 (ky 7)) = (a (k, 7)) t (a (k, 7)) , . 
f -  Y f 

So the mean square  e r r o r  is given by 

and the ma t r ix  equation by 

10 



# a, 

2 2 2 
where  r = r(7) E a (7) /a (7) and H 3 h Rn(h) - r h c ( 1 ) .  

Y f0 Y f - 1  

F igure  3 is  a computed r e su l t  f o r  a prediction with only one 

calibration interval.  The horizontal  axis shows the t ime  distance of 

the calibration interval  f r o m  the prediction interval.  

shows the m e a n  square  prediction e r r o r  normalized by that with C a l i -  

bration position equal t o  1 .  

c a s e  does not depend on the position of the calibration, while the p r e -  

diction e r r o r  of the fl icker noise  FM c a s e  is  getting worse  with the 

distance.  S o  it is bet ter  with fl icker noise FM to  locate a calibration 

The ver t ical  axis 

The prediction e r r o r  of the white noise F M  

interval  as c lose  to  the prediction interval  as possible. 

F igure  4 is  the c a s e  where  f r o m  two to  five calibration intervals  

a r e  used fo r  a prediction. 

preceding the prediction interval.  

able,  which a r e  shown on the horizontal axis as  Ilspacing. I t  The  ver t ical  

axis shows the mean  square  prediction e r r o r  normalized by T 

t he  Allan variance.  

A s  expected, with white noise FM, the  prediction e r r o r  does not 

The last calibration is always located jus t  

But positions of others  a r e  change- 

2 times 

depend on the position of calibration, only on how many calibrations a r e  

used for  a prediction (actually on the total  calibration t ime) .  

f l icker noise  FM,  it depends on the position, as  well as  the number of 

calibrations used. 

optimum spacings which a r e  shown in the diagram with black points where 

the mean square  e r r o r  becomes minimum. 

With 

In the two c a s e s  for  fl icker noise FM, t h e r e  a r e  

11 



Figure  5 shows the optimum f i l te r  response  functions with L 

equal t o  5. 

and the other for  contiguous cal ibrat ions.  

f ac to r s  a r e  always constant,  while for  f l i cker  noise FM, the cal ibrat ion 

in te rva l  nea res t  t h e  prediction interval  is always given the l a r g e s t  value, 

showing that it may  be enough to  use  only one cal ibrat ion in te rva l  n e a r e s t  

t o  the  prediction interval .  With contiguous cal ibrat ion,  the  a a r e  

oscil lating, perhaps due t o  a n  al ias ing phenomenon. 

One is for  a two-day (7 = 1 day) spacing between cal ibrat ions 

R F o r  white noise  FM, a 

R 

B. Approach using ca l ibra ted  frequency data which a r e  located 

in  a prediction in te rva l  

In th i s  approach using ca l ibra ted  frequency data,  the cal ibrat ion 

in te rva ls  a r e  located within the prediction in te rva l  as shown in f igure  6. 

M and R a r e  not necessa r i ly  in t e rge r s .  

a lmost  the same  a s  that descr ibed  for  approach  A. 

The calculation procedure  i s  

The average  fract ional  frequency offset due to noise  over  the 

cal ibrat ion in te rva ls  i s  given by 

OM 
We define an  est imated average  fract ional  frequency offset 9 

during the 0 - M interval  by a summation of (15), and a predicted t i m e  

in te rva l  (2 - x ) a s  follows: 
M O  

12 



The predicted t i m e  e r r o r  i s  

- 
and A x  - OM - xM - x O '  

- x  
R = "Q R A - 1  where  A x  

Then the mean  square  of the predicted t i m e  e r r o r  i s  finally given 

by 

2 2  2 2 2 
(F2 ) = -2M T C c  a A a R t C ( k )  t ZMT aAQ(R) - 7 M(M - 1) ( 0  (M, 7 ) )  

Y R <  A '  R OM 

2 1 2 

Y Y 
C ( k )  = - k ( k - l ) ( O  ( k , T ) )  t Z ( k t l ) k ( U  ( k t 1 , T ) )  

and 

13 



F r o m  eq (18), the matrix equation f o r  t he  optimum a is a 

and aR = 1. 
R 

F o r  white noise  FM, the  optimum response  functions again 

Then the normal ized  mean  square  e r r o r  will be given become constant. 

by 

2 
(‘OM ) 

2 2  
2 2 M - L  

= M C a R - ~  = L 
-T Oy(T) R 

2 
-, M /L a s  M r > L  

4 0  as M = L  

-.) M ( M - 1 )  as L = 1 

where  a = 1/L.  R 

F o r  f l icker  noise FM,  the mean  s q u a r e  e r r o r  is given by eq (21) 

by eq (22). and the matrix equation f o r  the optimum a R 

14 



where  

2 1 2 1 2 
c (k)  = -k  Rn(k) t -(k + 1) Rn(k t 1) t -(k 2 - 1) Rn(k - 1 )  2 

and (23) 

1 2 2 
q(R) = 3 {-(M - A) Rn(M - 1) t (M - R t 1) Rn(M - R t 1 )  

2 2 
- ( A  - 1) An(A- 1) t R Rn(R)] . 

Now let u s  consider  the c a s e  where t h e r e  is  only one cal ibrat ion 

in  a prediction in te rva l  in f igure 6. Equation (23) will  be reduced to  

where 

1 2 
q(Q1) = 2 {-(M - R )2Rn(M - R ) t (M - R t 1)  Rn(M - R t 1) 1 1 1 1 

1 5  



In eq (24), f o r  example,  l e t  M = 3 and locate  the cal ibrat ion 

in te rva l  in the middle of the  prediction interval .  

coincides with eq (31) of Ba rnes '  paper  published by IEEE in 1966 [8]. 

And f o r  another example,  l e t  M = 2n t 1, where n is a n  in teger ,  and 

again locate  the cal ibrat ion in te rva l  in  the middle  of the predict ion 

in te rva l - -namely ,  R = n t 1; the resu l t  again coincides with eq (61) of 

B a r n e s '  paper .  Thus eq (24), where R and M a r e  not necessa r i ly  

in t ege r s ,  s e e m s  to  be the analytical  solution of Barnes '  eq (47). Thus 

approach B, which can include any number of cal ibrat ions,  can be sa id  

t o  be the general izat ion of B a r n e s '  approach. 

Then the r e su l t  

1 

1 

0 For f t f - l  FM noise ,  the mean  squa re  e r r o r  and matrix 

equations will be given by (25) and (26). 

2 2 
where r = r ( 7 )  = o (7)  /o (7) 

Y f o  Y f - l '  
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Figure  7 shows the mean square  prediction e r r o r  for  one 

cal ibrat ion i n  a week. 

The horizontal  axis is the position of the calibration interval.  

white noise  FM,  the mean square  e r r o r  does not depend on the position. 

With fl icker noise  FM, locating a calibration in  the center  gives the 

bes t  resu l t .  

located symmetr ical ly  about the center  of the prediction interval  give 

the same e r r o r .  

Calibration duration is supposedly one day. 

With 

It can be shown that predictions based on calibrations 

F igure  8 shows the mean  square  e r r o r  versus  number of 

calibrations in a week. 

day. F o r  fl icker noise  FM, optimum calibration distributions a r e  

selected for calibration number 1 to  3 .  

number of calibrations is shown. 

men t  due t o  a number of clocks without calibration, assuming each has 

the s a m e  noise  level ,  and assuming constant weighting f ac to r s  fo r  each 

clock. 

Again calibration duration is supposedly one 

Quick improvement with the 

The dotted curve  shows the improve-  

F igure  9 shows the influence of calibration duration. Two 
- 1  

calibrations pe r  week and optimum- - for  f 

cal ibrat ions a r e  selected. 

normalized by that of the 24-hour calibration duration. 

longer calibration duration is preferable .  

noise F M -  -locations f o r  

The ver t ical  ax i s  is the mean square  e r r o r  

As expected, 

F igure  10 shows the optimum fi l ter  response functions a for  
R 

f l icker noise FM. It  i s  interest ing t o  note that two a f ac to r s  for  

calibrations symmetr ical ly  located have the same  value, analogous to  

the white noise  FM case .  

R 

Figure  11 shows the influence of increasing the s i ze  of a single 

where a r a t e  of two calibrations per  week is prediction in te rva l ,  M 

used and the i r  positions a r e  fixed. 

noise  FM,  the e r r o r  i s  a lmost  l inear ly  increasing with the s ize  of the 

0’ 
F o r  both white noise  FM and fl icker 
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2 
0 

predict ion in te rva l ,  instead of increas ing  with M 

(Similar r e su l t s  were  obtained by Barnes  [ 81. ) 

square  e r r o r  over  M/7  prediction per iods of seven days each l i e s  

essent ia l ly  on the s a m e  curve ;  we shal l  d i scuss  th i s  i n  detail  l a t e r .  

fo r  f l icker  noise  FM. 

The accumulated mean  

3 .  ENSEMBLE TIME USING SEVERAL CLOCKS 

With approach B, it may  be possible  t o  i n c r e a s e  the s i ze  of a 

prediction in te rva l  and cons t ruc t  a useful ensemble t i m e  with only one 

prediction interval .  F r o m  the predicted t i m e  Gi of each clock at M, 

we cons t ruc t  an  ensemble t i m e  es t imate  using weights w fo r  each  of 

the  N clocks: 

i 
M 

M 

i 
N 

i ,i 
N 

+ens M = C W M X M l '  CWM = 1. 

i = l  i = l  

The c o r r e c t  value for  this  ensemble t i m e  i s  

i i  
N 

= 
WMXM Y 

so the  ensemble t i m e  e r r o r  % i s  

fi' = Tens - fiens 
M M 

o r  
i i  

N 
= CWMQM . (27) 

i = 1  
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A 

The mean  square  of T in  eq (27) i s  
M 

A2 
(TM) = wi2 (ci2 } M OM i 

s ince the clocks a r e  independent. 

The optimum value of the weighting fac tors  which makes  the mean 

squa re  of the ensemble time e r r o r  minimum will be 

1 
- 1  

i 1 
W 

opt 
OM OM 

by the s a m e  calculation procedure  a s  descr ibed  for  eq (8). 

min imum value of the mean square  e r r o r  i s  then: 

The 

-1  

= (t‘ ilz ) A2 
( TM ’min 

(‘OM) 

F o r  white noise  FM or f l icker  noise  FM, the mean  square  e r r o r  

So of one clock involves only the Allan var iance to descr ibe  the clock. 

under the assumption that  all the N clocks have the same  type of no ise- -  

white noise  F M  o r  f l icker  noise  FM,  the optimum weighting fac tors  and 

the minimum mean square  e r r o r  will be expressed  in s imple f o r m s  a s  

and 

where K is constant,  calculable f rom eqs ( 2 0 ) ,  ( Z l ) ,  and (30 ) .  M 
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In general ,  fo r  mixed noises ,  opt imum weighting f a c t o r s  can  not 

be expres sed  only with the Allan var iances ,  but include other  p a r a m e t e r s  

re la ted  to cal ibrat ion and predict ion methods.  

Fo r  the general  ca se ,  with e i ther  approach  A o r  B,  where  many 

prediction i n t e r v a l s ' a r e  connected in s e r i e s  ( see  fig. 19), the change in  

ensemble t ime  over  the (M - 1, M) in te rva l  can be wri t ten:  

N 

i = l  

and i t s  es t imate  

N 
i 
M M M-1 

= c w  (2 - 2  ) .  

i = l  

Then the change in ensemble t ime  e r r o r  i s  

N 
A A i i  
'M - 'M-1 = C W M C M  9 

i = l  

o r  

i th  
J 

where  the F .  i s  the prediction e r r o r  fo r  the i clock on the ( j  - 1,  j )  

in te rva l ,  and the initial e r r o r  i s  a s sumed  to be zero .  
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The mean  square  of eq ( 3 3 )  will be 

J J  i j  M 

under independence of each clock. 

The mean  square  ensemble e r r o r  now contains covariance t e r m s ,  

in  addition to  the m e a n  square  t e r m s  we have had before. 

f o r  the covariance t e r m s  can a l s o  be derived by calculation procedure 

similar to those a l ready  used. 

Equations 

We can a l so  construct a matrix equation for  weighting factors  

f r o m  eq (34) 

(i = 1 , 2, . . . ,  N and j = 1 , 2 ,  . .  . , M )  

i 
and w = 1 for  all j where A .  i s  a Lagrange undetermined multiplier.  

But the s ize  of th i s  matrix i s  the square  of N t imes  M, which will 

unlimitedly inc rease  with M ,  and the weighting f ac to r s  will be functions 

of M. This s e e m s  impract ical .  

i j  J 

F o r  white noise FM,  however,  since the covariance t e r m  

disappears ,  the r e su l t s  become simple.  
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and 

In general ,  cer ta in  clocks in  the ensemble of clocks may  come to  

be rejected with increasing t i m e  on account of their  prediction e r r o r s  

getting much l a r g e r  than others .  Then it may be preferable  to  construct  

the ensemble of clocks with a sma l l e r  number of clocks a l l  of which have 

the s a m e  type of noise. 

approach A because  it may  give a simple f o r m  for  the weighting fac tors  

even f o r  mixed noises  ( see  fig. 11). 

Approach B,  in  this sense ,  s e e m s  bet ter  than 

Under the assumption of a fixed weighting fac tor  for  each interval  
i i (wj = w ), again we can get simple fo rms :  

so 

and 

- 1  

i 2  
We calculated ( ( r e . )  ) in (38) in order  to obtain some numer ica l  idea of 

the  mean  square  e r r o r  of the ensemble t ime.  

showed an example of this quantity in f igure 11, so  h e r e  some  examples  

for  approach A will be explained. 

j J  
F o r  approach B, we already 

22 



Figures  12  and 13 show the  influence of positions of calibrations.  

An a lmost  equally spaced distribution will give the  bes t  resu l t  for  the 

fl icker c a s e  as shown with (1). F igure  12 is  for  one calibration used  

fo r  a prediction and f igure 13 is  fo r  two calibrations used for  a predic-  

t ion.  It should be pointed out that  the slope of the mean  square  e r r o r s  
8.3 

TL. (M) may  actually be sma l l e r  fo r  f l icker noise than for  white noise,  
M 

although th is  i s  not indicated in the f igures ,  where  the normalization 

influences the slope. 

F igure  14 i s  the accumulated e r r o r  in  one week versus  the 

number of calibrations in a week. 

r a t e  i s  shown for  fl icker noise  FM. 

Rapid improvement with increasing 

Figure  15 i s  the accumulated e r r o r  versus  the number of 

calibrations used for  a prediction. 

pe r  week. 

and fo r  fl icker noise  FM, 

M.  For  f t f - l  FM noise with r = 10, it is  apparent that t h e r e  a r e  

optimum values L. Improvement with l a r g e r  L, however, s e e m s  quite 

smal l ,  so setting L equal to  1 may  be sufficient for  f l icker noise F M  o r  

white and fl icker FM noise  in  approach A. 

Calibration r a t e  is two calibrations 

F o r  white noise FM, rapid improvement  with L i s  shown 

L = 1 gives a local minimum independent of 
0 

Figure  18 shows the simulation r e su l t s  of a t ime scale  using one 

clock for  mixed noises  shown i n  f igures  16 and 17, using a white noise 

and fl icker noise model [ l l ] .  

diction is c l ea r ly  shown with curves  A and B ,  which a r e  predicted t ime  

e r r o r s  for  curve S, the t ime e r r o r  of the mixed frequency noise given 

in  f igures  16 and 17. We will discuss  figure 18 in m o r e  detai l  l a t e r .  

In the diagram, improvement by p r e -  
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4. CONSIDERATION O F  "ACCURACY" 

All the calculations so far mentioned took into considerat ion only 

noises  of c locks--white  o r  f l icker noise FM. 

measu remen t s  and l taccuracyt l  of the p r i m a r y  s tandard mus t  be a l so  

considered. Here ,  effects of random uncorre la ted  noise  as it affects 

the accuracy  of the p r i m a r y  s tandard,  denoted "accuracy,  I '  will be d i s -  

cussed;  the imprec is ion  of the measu remen t s  will be a s sumed  negligible. 

But actually,  p rec is ion  of 

We shall  a s sume  that the total  average  fractional frequency offset  

may  be expressed  a s  a sum of two independent random variables ,  

where the first t e r m  depends on clock noise  and the second on noise  

( inaccuracy)  in  the p r i m a r y  s tandard.  

fractional frequency offset will be 

Then the predicted average  

and the predicted t ime  e r r o r  will be 

where  
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Then the mean square prediction e r r o r ,  finally, mus t  be writ ten 

a s  a sum of the noise dependent t e r m  and a n  "accuracy" dependent one 

a s  

( 6 .  i 2  ) = ( € .  Oi2 ) +- ( 6 C .  i 2  ) -  
J J J 

-2 and using equation (441, 
Assuming (f j$ . )  = (6Y ) 

J 

(45 1 

where covariance components of inaccuracy a r e  neglected for simplicity. 

It mus t  be borne in mind that the cor re la ted  components of accuracy,  

which a r e  in general  unknown, may be of p r i m a r y  importance,  par t icu-  

l a r ly  in long t e r m .  Then equation (45) will be writ ten a s  

Some cor rec t ion  must  be made for the ma t r ix  equations derived 

in  section 2. 

effect a s  white noise FM, no correct ion of a factors  for white noise FM 

i s  necessary .  

f igure 10 where a fac tors  a r e  constant,  no correct ion i s  necessa ry  

ei ther  . 

But since the second t e r m  in equation (47) gives the s a m e  

R 
With the par t icular  c a s e s  for  fl icker noise FM shown in 

,e 

F r o m  equation ( 3 3 ) ,  the ensemble time e r r o r  and i t s  mean square  

will be cor rec ted  to  
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and 

respectively.  

In o rde r  to get a rough numer ica l  estimation of the "accuracy,  ' I  

we as sumed  constant weighting fac tors  for 

used to obtain equation (50) a s  the mean square  e r r o r  of the ensemble 

t ime.  Then: 

where  

A 5 x a R  2 ( 5  1 )  = const. 

R 

The f i r s t  t e r m  in equation (50) is the noise dependent one and the 

second i s  "accuracy" dependent, assuming constant mean square  of the 

inaccuracy f o r  each interval .  The mean square  accumulated e r r o r  for  

one clock will take the f o r m  of a product of the Allan var iance and some 

coefficient, so  if  

i 2  2 2  
J Y 

((XE.) ) = 7 u (7) k .  M ,  
j 
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then eq (50) will be simplified a s  

where k is constant. 

F o r  the generation of the mos t  accura te  and uniform t ime sca l e ,  

the f i rs t  t e r m  in eq (51)  should be negligibly small compared to the 

second. The condition for  that will be given by 

for  which 

Notice that the ra t io  of mean square  frequency e r r o r  due to  

"accuracy" to  the Allan var iance due to noises  is  related t o  th i s  con- 

dition. 

inaccuracy inc reases  l inear ly  with M .  a s  does the prediction e r r o r  a s  

mentioned before.  

In eq ( 5 3 )  the mean  square  ensemble t ime e r r o r  due to  

Table I gives a numerical  comparison between the e r r o r  dependent 

on prediction and e r r o r  clcpc.ndent on "accuracy,  

(52) .  

a r d  in accuracy ,  then in seven days the value of the right hand in eq (52)  

wil l  he 700.  The re  is  a l s o  shown in the table numerical  examples of the 

coefficient k. M by approach B .  Take ( 2 )  for  instance,  namely two 

calibrations in a week and 2 4 - h o u r  

those values of k .  M a r c  sufficiently smal l  compared t o  700 .  S o  in this 

c a s e ,  we can construct a good time. scale  with only one clock, which is 

related to condition 

If one has a clock 10 t i m e s  as good in stability as  a p r imary  stand- 

calibration duration: a s  may  be seen,  
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very  s imple for  the generation of a t ime  sca le .  With the  value coming 

f r o m  a condition of two cal ibrat ions per  week and s ix-hour  cal ibrat ion 

duration, one needs seve ra l  clocks for  condition ( 5 2 ) ,  even using such 

good clocks.  

5 .  COMPARISONS BETWEEN TIME SCALES 

We have obtained the resu l t  that  the mean  squa re  of the  predicted 

t ime  e r r o r  with a p r i m a r y  s tandard i n c r e a s e s  with M (or  t 

t ime)  for  white noise  FM, f l icker  noise F M ,  o r  p r i m a r y  s tandard  

inaccuracy due to  random uncorre la ted  noise.  

the sample shown in f igure  18 by comparing cu rves  A and B with cu rve  

W which i s  t ime  e r r o r  due t o  pu re  white no ise ,  which a l so  r e p r e s e n t s  

t ime  e r r o r  due t o  "inaccuracy": those cu rves  appear  to  have s imi l a r  

s lopes.  

e lapsed 
1' 

One can s e e  th i s  f r o m  

It i s  well-known that the m e a n  squa re  of a simply accumulated 

t i m e  e r r o r  (without prediction and ca l ibra t ions)  i n c r e a s e s  proportionally 
e 
L 

to  e lapsed t ime  t 

F o r  l a r g e  value of t ( 2  10 days,  for  example) ,  however,  f l icker  no ise  

FM will be usually dominant ( see  fig. 17), and for  l a r g e r  value of t 

for  white noise FM and to  t for  f l icker  noise  FM. 
1 1 

1 

1' - 
- L  

the  dominant spec t r a l  density S ( f )  may  be proportional t o  f for  which 
Y 2 

mean  square  t i m e  e r r o r  is proportional to  t-l. 

Curve S in  f igure 18 which i s  a t i m e  e r r o r  for  one clock can  be 

compared  for  that  with curve  A o r  B o r  W. (Notice that  even in  the 

prediction method, i f  t i m e  e r r o r  due to a ce r t a in  noise ,  f- '  for  example,  

is  not included in  the prediction, then i t  will become dominant and give 

the  s a m e  t i m e  e r r o r  (i. e . ,  t ) a s  i t s  s imply accumulated t i m e  e r r o r  a f te r  

long t ime  has  e l apsed . )  

3 
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Let u s  consider  the ideal ca se  where the predicted t ime e r r o r  i s  

much sma l l e r  than that due t o  inaccuracy;  then f r o m  eq ( 5 3 ) ,  the mean 

square  t ime  e r r o r  i s  given 

- 2  I -2 = t 1 T \ 6 Y  ) ( TM 'pr ed (5 4) 

where t = MT. The mean square  of a simply accumulated t ime e r r o r  

averaged over  N clocks will be [ I O ]  
1 

where constant weighting fac tors  over  clocks a r e  assumed.  

Then the ra t io  of the mean square  e r r o r s  i s  

/ ( T 2  ) . iTM)pred  M simple a 
= r N/M 

- 2  

2 2  

a Y 
where r E (67 )/a ( t l ) .  

2 
Let  r = 10 for  instance,  then the both mean square  e r r o r s  will 

be the s a m e  in 300 days (= 1 yea r )  with N = 3 and 1000 days (% 3 y e a r s )  

with N = 10. 

with a p r i m a r y  s tandard will be getting bet ter  and be t te r  re la t ive to the 

other .  

s tandards  will continue to  be improved [ 121. 

a 

After that  a t ime  sca le  generated by the prediction method 

It a l so  has  to  be considered that the I'accuracyll of p r imary  

29 



6. ON AN APPROACH USING TIME DIFFERENCE DATA 
REFERRED T O  THE ENSEMBLE TIME 

A t i m e  sca l e  generated by the  prediction method with a p r i m a r y  

s tandard is r e s t r i c t ed  in its uniformity by the accuracy  of the p r i m a r y  

s tandard used ,  which will be commonly worse  than the frequency 

stabil i ty of clocks.  The uniformity of a t i m e  sca le  by the method of a 

s imple weighted sum over  c locks,  namely without prediction and C a l i -  

brat ion,  may  be much improved fo r  a sho r t  t ime  range by increasing 

the number of c locks.  (See eq (55).) S o ,  it will be na tura l  t o  expect t o  

obtain a be t te r  uniformity and accuracy  in  a t i m e  scale  by generating 

the t ime  sca le  with the  optimum t i m e  prediction and with an  ini t ia l  

cal ibrat ion,  but without in te rmedia te  cal ibrat ions.  

In th i s  c a s e ,  one might use  the ensemble t i m e  a s  the re ference ,  

instead of a p r i m a r y  standard.  

data of each clock used f o r  the frequency prediction with approach A 

would be r e f e r r e d  to the ensemble t ime a s  shown with notation t in  

f igure 19. 

show that  l i t t le improvement  can be expected. 

S o  the  t ime  difference (or  frequency) 

The  following discussion on th i s  approach,  however,  will 

Le t  the predicted frequency o r  t ime  difference be given a s  a 

l inear  function of t i m e  difference d a t a - - L  in  number:  

i i s  a l inear  
fM 

where 7 i s  the length of each  (prediction) interval ,  

opera tor  on { A t . ]  at the Mth in te rva l  and At i  a r e  t ime  difference 
i 

M 

J M - R  

30 



t h  
data fo r  ith clock r e fe r r ed  to  the ensemble r ime at M - 1, 

whose duration is  7 ( see  fig.  19); 

in terval  

M - d 

i A 

G X  - T  i i i = t  - t  and t i 
AtM - 1 M-A M - a - 1  M - 1  M - R  M - A - 1 '  

so  

(5 8 )  M - R  . - A ?  i 
M - R  

E A x  

i i 
In the approaches so  far  mentioned, the a M R  = ai in eq ( 5 7 ) ,  s o  

M 

The predicted t ime e r r o r  may be expressed  as 

i 
that  f i  = f ( see  eq ( 2 ) ) .  

i = x i - x  A 1  = A x M -  i T?; = Ax i - f i ( A x M - , )  i t f M ( A ?  i 1 .  M M M  M M  M - Q  

t h  The f i r s t  t e r m  in (59)  is  the r ea l  t ime inc rease  during the M interval  

and the second i s  a prediction t e r m  for  the f i r s t .  

f r o m  using ensemble t ime r e fe r r ed  da ta ,  and i s ,  in a s e n s e ,  redundant. 

Us ing  eq (59 ) ,  the  ensemble t ime  e r r o r  wi l l  be expressed  f r o m  eq ( 3 3 ) ,  

assuming fixed weighting f ac to r s  for each interval  a s  

The th i rd  term came 

i 
M 

= cwic { A x i  - f i ( A x  ) t f f ( A ?  ) ]  
TM 3 J j - a  3 j - A  
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i i 
J 

where  w. = w for  all j i s  assumed.  Again the  f i r s t  t e r m  is the r e a l  

t i m e  inc rease  during the 0 -M in te rva l  and the r e s t  is a prediction for  

the  first. 

Now let  u s  reduce the th i rd  t e r m .  S imi la r ly  t o  eq (60), we will 

get the following two equations and so an  equation for  t he i r  difference 

i i i 
h 

wil 5 { A x .  1 1  - f .    AX.^ 1 i- f . l (A? .  1 3  
i 

J1- 1 J1 J1- 
T. = 

J - 4  j = I  Jl J1 1 1 

and 

s o  

i i 
Applying the l inear  function f .  and next 

J 1 
Cw , we will obtain 

t F:F. ( A T .  
J J - R  J - A - 1  

1 

i i  
J i J 

where F. E 

clocks.  

r w . f .  and may be called an  average  l inear  function over  

3 2  



Substitution of eq (62) into eq (60) gives 

M 
i i  i i 

[ A x  - f . ( A x j j - R )  t F . ( A x .  = c w i  ) 
J = 1  J J  J J -a  i 

which again includes the l a s t  t e r m - - a  function of ensemble t i m e  

difference.  

Repeating the above procedure  and defining the e r r o r  function 

1 1 
Af f - F for  all k ,  (64) k k k  

we will finally obtain eq (65).  

M 
1 fbM = c w i c  [Ax: - Afi(Axi  ) - F: Af! ( A X .  i 

1 J 3 - 1  J J - R  J - R - R  
1 j = l  

- F: J F. J - R  A? j - A - A  ( A x i  j-A-A -1 ) 
1 1 2  

... 

(Axi ) 
j-1-A 1' - - -%-2  1' * -%-4 J - A - R  1' * - % - 3  

- F.*F,  . F  ... F - Af! j-A-Q 1 
J J - R  j - A - R  

i i 
(Ax .  

1 '  M-2 
- F: F. * F. ... F. 

1. ' ' - 'M - 1 ' f j -g-a  . . - A  J - R - R  1' ' -IM- 3 J - A - R  
1 

J J - R  J - R - R  

M 

+ 'Rj,a j = 1  ( j -  A -  R1 . . . -1 0 )  (65) M - 1  
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where  

The  l a s t  two t e r m s  consis t  of r e a l  t ime difference data belonging 

t o  zero  o r  before ze ro  intervals .  

init ial  values of the ensemble t ime e r r o r ,  so it s e e m s  reasonable to  

a s s u m e  th is  zero.  If the l inear  functions for  a l l  the clocks a r e  a l l  the 

s a m e ,  i. e. , i f  the clocks a r e  s ta t is t ical ly  identical ,  then a l l  the e r r o r  

functions in  eq (64) a r e  equal to zero ,  then a l l  the medium t e r m s  in 

eq (65) will disappear to give 

The l a s t  t e r m  R i s  a function of 

( A x i  i 
j - i - a ,  . . . -4, 

M 
- xb) - CF:F. j-R . . . - R M - 1  

... f 
J 3 - A  2 1 1Vl  - 1 i j = 1  

The important thing to  notice in this  equation is that the ensemble  

e r r o r  T does not depend on the  clock values (x . . . , x ) actually 

occurr ing in the interval ,  but only on values predicted for  t hem f r o m  

values occurr ing before j = 1. Thus, no new information is added in 

forming the est imate  T based  on clock frequency estimation using 

the ensemble values (T1 , . . . , TM- ). 
i 

a t  j = 0,  (x m 
average without prediction 

A i i 
M 1' M- 1 

A ens 
M 

A ens ,. ens If, in fact ,  the clocks s tar ted 

= 0 for  m 5 0 ) ,  eq (67) i s  m e r e l y  the simple weighted 

i i  i N 

i=l  
= c w ( X M  - xo) . 
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In e i ther  c a s e ,  the r e su l t s  of using approach  A shown in figure 3 show 

that f o r  f l i cker  noise  FM, the  e r r o r  ?' will grow rapidly,  at l e a s t  a s  M - 
f a s t  a s  JM/N, a s  we advance M units f r o m  the l a s t  calibration. 

It i s  easi ly  shown tha t  t h i s  r e su l t  does not depend on the  fact  that  
i i 
m 

we have weights w = w . When the  weights a r e  allowed t o  vary ,  the 

clocks remaining s ta t is t ical ly  identical ,  we obtain instead eq (67) 

i 
N M  

i= l  ~ = 1  

1 3  
i ( A x .  

'M- 1 J - R  . . . - f i  
j - A . .  . -k-3 j - I . .  . - A  

F 
- F j s F j - A . * '  M-2 

where  again the second (cor rec t ion)  t e r m  does not depend on clock 

values  which occur  fo r  j > 0 ,  and vanishes  for  c locks s t a r t ed  a t  j = 0. 

In the genera l  c a s e  where the clocks a r e  requi red  t o  be 

s ta t is t ical ly  identical ,  we obtain by the s a m e  procedure 

N M  
?' = 

M [.xi-: - A g . ( A x .  i 
i 

) - F. Ag.  i ( A x .  i - J! - A ) 
J J - 1  J J - R  J 1 

1 = 1  J = 1  

- Fj. . . F. a ''j-e.. . -iM-3 ( Axi  J-1.. . ) 
i 

'M-4 J-1.. . - 

i i 
( A x .  J - 4 . .  . - &  -F:F. . . .  F. * g .  

'M-2 M -  1 
J - R . .  . - 4  J-1. .  . - 

M - 3  J J-1, 

M 
t C R .  

j = l  J 7  1 
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where  

N 
Fk = w h f i ,  

i = I  

i i  
k k  

z w f  

s s  
N 

s = l  

i i 
Agk z wk ( f t  - wkfk) .  

Equation (68) does contain prediction t e r m s  dependent on clock 

values occurr ing on the in t e rva l  j 1 ( 1 ,  M - l ) ,  s o  that  new information 

is  being added. But it does not s e e m  likely that the e r r o r  T would 

show significantly reduced growth r a t e  f rom that obtained in the case  

with s ta t is t ical ly  identical clocks.  It is important  to  note that eq (68) 

f o r  T i s  nonlinear (of degree  M) in the weights w so  that  the 

optimum estimation of these  weights is  ve ry  difficult. 

A 

M 

A i 
M M’ 

The conclusion appears  t o  be  that while frequency cal ibrat ions 

against  a p r i m a r y  s tandard can  great ly  improve the accuracy  and 

stability of the t ime  sca l e ,  for  the noise processes  considered in th i s  

paper ,  no improvement  in  these  quantities can  be gained (at l e a s t  in 

the c a s e  of s ta t is t ical ly  identical  clocks) by using the t ime sca l e  i tself  

as a p r imary  standard.  
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7 .  CONCLUSIONS 

We have obtained the resul t  that  one can  construct with a small 

number of clocks a time sca le  whose accuracy is  l imited by the  accu-  

r acy  of a p r i m a r y  standard.  

dispers ion of the t ime  scale  thus calculated may  be proportional t o  the 

square  root of the elapsed t ime  t in a s ta t i s t ica l  sense  instead of t 

f o r  the t ime  sca l e  without intermediate  calibrations,  so the f o r m e r  

may  become much bet ter  i n  both accuracy  and uniformity than the latter 

a f t e r  a long time has  elapsed. Fu r the rmore ,  a lgori thms using a 

p r i m a r y  s tandard have the advantage that it is  e a s i e r  t o  identify f r e -  

quency dr i f t ,  jumps,  o r  aging of the clocks used. 

W e  have a l s o  shown that the t ime  

2 

It mus t  be emphasized that these  conclusions a r e  based on clocks 
0 - 1  and f having only continuous random f 

amplitudes.  In pract ice ,  these  amplitudes can  va ry  in t ime,  and many 

other anomalous f o r m s  of behavior occur ,  which will strongly influence 

the choice of both the clock ensemble and the time scale  a lgori thm to  be 

used. 

FM noise  with constant 

We have shown that (at least for  s ta t is t ical ly  identical c locks) ,  

no advantage is gained by using the t ime  scale  itself as  a "pr imary  

standard" for  intermediate  calibrations . 
It i s  a l s o  t r u e ,  however, that  the t ime  sca l e  averaged over  a 

l a r g e  number of clocks without intermediate  calibrations may  have 

a much bet ter  uniformity for  a short  t ime  range than that depending 

on a p r imary  s tandard utilized as  i n  the above methods of prediction, 

where  the sho r t  t e r m  uniformity of the t ime  scale  i s  l imited by 

accuracy of the p r i m a r y  standard.  

generate the two kinds of t ime  sca l e  simultaneously and actually 

utilize the f o r m e r  t ime sca l e  periodically calibrated by the la t te r .  

Therefore ,  it may  be possible to  
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i Fig.  1 (a)  Linear  dr i f t  of t ime.  (b) T ime  e r r o r ,  x , due to random 
noises  and i t s  prediction e r r o r ,  F , ( c )  A h group of predicted 
t ime  e r r o r s ,  8, and the ensemble t i m e ,  T.  

1 
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h = l  & L = l  

f-' Noise FM 

fO+ f- '  Noise FM 

Noise FM 

I I I I I 
0 2 4 6 

Posit ion of  Cali brat ion ( e)  

F i g .  3 Mean squa re  prediction e r r o r  by approach A a s  a function of 
position of a calibration. f 
and f l icker  noise  FM, respect ively,  and f o  t f - l  noise  FM 
r e f e r s  to a mixed noise of both with power ra t io  r = 1. 

0 and f - l  noise FM re fe r  t o  white 

42 



h = i  
2 . 0 ~  

L=5 
CI 

b 
v 

Nbh cu 1 L=2 f0  

UJ c L=5 f0 
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(FIXED) 
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Spacing of Calibration 

Fig.  4 Mean squa re  prediction e r r o r  by approach A as  a function of 
spacing of calibration. f o  and f - '  r e f e r  t o  white and f l icker  
noise  FM, respectively.  An example of the cal ibrat ion 
spacing is  shown f o r  L = 2 .  
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0 - 1  
Fig.  5 Optimum f i l te r  response functions by approach A.  f and f 

r e f e r  to  white and fl icker noise F M ,  respectively.  
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Fig. 6 Approach B. 
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F i g .  7 Mean squa re  prediction e r r o r  by approach B a s  a function of 
position of a cal ibrat ion.  Cal ibrat ion duration i s  one day. 
f 0 and f - l  r e f e r  to white and f l icker  noise  FM, respect ively.  
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Dashed Line(--) is  for 

- 

0 1 2 3 4 5 6 7  

Number of Cali brat ions ( L) 
or Clocks (N)  

Fig. 8 Mean square  prediction e r r o r  by approach B as  a function of 
number of calibrations in a week. Calibration duration is one 
day. f o  and f - '  r e f e r  to white and f l icker  noise FM, respec-  
tively. 
c a s e  where the optimum positions of calibrations a r e  selected 
f o r  L = 4 
days.  

The dashed continuation for  the f - l  curve  shows the 

6; Saturday and Sunday a r e  used for  calibration 
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Fig. 9 Mean square  prediction e r r o r  b 
calibration duration. f o  and f-I r e f e r  t o  white and fl icker 
noise F M ,  respectively.  

approach B a s  a function of 
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Fig. 10 Optimum fi l ter  response functions f o r  fl icker nois:? FM by 
approach B. (a) and (b): Two cal ibrat ions per  week. 
(c): Three  calibrations p e r  week. 
week. 

(d): F ive  calibrations per 
Calibration duration i s  one day. 
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Fig .  11 Mean square  prediction e r r o r  by approach B as a function of 
the s i ze  of one prediction in te rva l ,  M g ,  o r  M / 7  periods of 

1 7 days each,  M. 
r e f e r  to  white and fl icker noise FM, respectively.  

Calibration duration i s  one day. f o  and f -  
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51  



A- cu 

\ 
A 

W !  .- .- 

h = l  L=2 & 2 C a I d W e e k  

5 L 
- 

4- 
- 

3- 

2- 
- 

1- 

f-l 
f0 

f-l 

0 7 14 21 28 
M 

Fig. 13  Mean square  of accumulated prediction e r r o r  b y  approach A 
(L = 2 ) .  Calibration duration is  one day. f o  and f - l  r e f e r  
t o  white and fl icker noise  FM, respectively.  
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Fig. 14 Mean square  of accumulated prediction e r r o r  by approach A 
as  a function of number of  calibrations in a week. Calibration 
duration is one day. fo7 f - l  and f o t  f -  r e f e r  t o  white noise 
FM, fl icker noise  FM, and a mixed noise  of both, respectively.  
The dashed continuations of t he  curves  show the c a s e  where the 
optimum positions of calibrations a r e  selected f o r  the horizontal  
axis 4 - 7; Saturday and Sunday are  used fo r  calibration days. 
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Fig. 15 Mean square  of accumulated prediction e r r o r  by approach A 
a s  a function of number of calibrations used fo r  a prediction. 
Calibration duration is one day. fo, f - l  and f O t f - l  r e f e r  to  
white noise FM, f l icker  noise FM, and mixed noise  of both, 
respectively.  
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Fig. 19 Predict ion interval  ( M -  1 ,  M). xi is  t ime e r r o r  of ith clock 
and 2' is prediction for  xi a t  M. ti i s  t ime  e r r o z  of i 

M 
clock a t  M - 1 ,  r e f e r r e d  to the ense%-?e t ime e r r o r  T 
M - 1 and f i  
r e f e r r ed  to  t e ensemble t ime e r r o r  
of prediction interval ,  T Fi 

t h  

a t  

Y % - l o  'M th  

M-1  is predicted t ime errorAof ith clock at  M, 
i s  duration 

is predicted t ime advance of i 

M M' clock a t  M and ci is p r e  MP iction e r r o r  for  T 
M 
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Table I 

A numer ica l  compar ison  between predicted t ime e r r o r  by approach B 

shown with K 

M (6y )/o (7). K o r  K is equal to k - M in eq (51) for  f l icker  

noise FM o r  white noise FM, respectively.  

and K and t ime  e r r o r  due to  "accuracy" shown with 
f 0  
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professional organizations, and regulatory bodies. 
Special Publications. Proceedings of NBS confer- 
ences, hihliographies, annual reports, wall charts, 
pamphlets, etc. 
Monographs. Major contributions to the technical 
literaturr on various subjects related to the Bureau’s 
scientific and technical activities. 
National Standard Reference Data Series. 
NSRDS provides quantitative data on the physical 
and chemical properties of materials, compiled from 
the world’s literature and critically evaluated. 
Product Standards. Provide requirements for sizes, 
types, quality, and methods for testing various indus- 
trial products. These standards are developed CO- 

operatively with interested Government and industry 
groups and pro\Tide the hasis for common understand- 
ing of product characteristics for both buyers and 
sellers. Their  use is voluntary. 
Technical Notes. This  series consists of communi- 
cations and I-cports [ covcirinq both other-agency and 
NBS-sponsored work) of limited or  transitory interest. 
Federal Information Processing Standards 
Publications. This serirs is the official publication 
within thr  Frderal Govrrnment for information on 
standards adopted and promulgated under the Public 
Law 89-306, and Rureau of the Budget Circular A-86 
entitled. Standardization of Data  Elements and Codes 
in Data  Systems. 
Consumer Information Series. Practical informa- 
tion, hasrd on NRS rrsearch and experience, cover- 
ing arras of interest to the consumer. Easily under- 
standable language and illustrations provide useful 
background k n o ~ l e d g e  for shopping in today’s tech- 
nological marketplacr. 

CATALOGS OF NBS PUBLICATIONS 

NRS Special Publication 305, Publications of 
the NBS. 1966-1967. Whrn ordering, include 
Catalog No. Cl3.i0:305. Pricr $2.00: 50 cents addi- 
tional for foreisn mailing. 
NBS Special Publication 305, Supplement 1, 
Publications of the NBS, 1968-1969. When order- 
ing. inrliidr Catalog No. C 13.10 : ?05/Suppl. I .  Pricr 
$4.50: $1.25 additional for foreign mailing. 

NRS Special Publication 305, Supplement 2, 
Publications of the NBS, 1970. When order- 
ing. incliidv Catalog No. C13.10: 305/Suppl. 2.  Price 
$3.25: 85 crnts additional for forcign mailing. 

Ordcr NBS publication\ f r \ccpt  P,ihlioy~aphi~ Sribcc ription Scrvicrs) 
from: Superintendent of Docunicmts. Go\ r i n r n c ~ t  Printiny Officr. Wash- 
ington, D.C. 20402. 




